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Abstract

The team of Institut de Recherche en Génie Civil et Mécanique (GeM) has developed a
brutal damage law to compute the propagation of defects in materials like concrete. In
order to test this law on an infinite medium, they wanted to couple the code of propa-
gation with a code using the boundary element method (BEM) which would update the
propagation criteria. This criteria takes into account a surface energy which requires to
know the gradient of displacement on the boundary. I was in charge to write a BEM
formulation able to compute the gradient of displacement on the boundary and to couple
it with the propagation code. This work has been done in the frame of my master thesis
untitled ”Study of the propagation of defects governed by a brutal damage law using a
coupled boundary element /level set technique.” which was conducted in the GeM labo-
ratory from March 1 2009 to June 26 2009 for the validation of the Master of Sciences in
Computational Mechanics. At the end of this period, a BE formulation able to solve a
potential problem was coded in C++, used to compute the displacement for a mode 111
problem in 2D and coupled to the propagation code.
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Introduction

In this thesis, the boundary element method (BEM) is used for crack propagation. A
BEM formulation is written to compute the elastic energy at any point required by the
user, knowing the displacement or the traction on the boundary. Then it is coupled with
a code of crack propagation using a level set technique which will use the former results
to update the propagation criteria and determine new displacements and tractions on the
boundary. Then those data and a mesh of the boundary (build from a level set) are sent
to the BEM formulation (see fig.(1)). This loop stops when the crack does not propagate
anymore.
user input

l

BEM

A

crack propagation

l

results

Y

Figure 1: Schema of the interaction between BEM code and crack propagation code

In the first chapter, the elastostatic problem is presented and we show how the study
of mode III leads to a potential problem. In the second chapter, the boundary element
method is explicited for this problem with two formulations (use of constant or linear
elements). A comparison of those formulations is illustrated with some test cases. In
the third chapter, the crack propagation using a brittle damage law is detailled and we
illustrate some results produced by the coupling of the two codes.



Chapter 1

Presentation of the problem

1.1 Notations

Quantities

We will write: a for a scalar quantity,
a for a vector,
a for a second order tensor (or higher order).

Operators
Gradient

In cartesian coordinates, the gradient of a is defined as:

Jda OJa Oa

oz 9y 95

grad a(z, y, ) = (

The vector gr;d a is also noted Va. The gradient operator creates a quantity one order
higher than the argument.

Divergence
In cartesian coordinates, the gradient of @ = (a,, a,,a.) is defined as:

Oay n % n Oa,
ox oy 0z

divad =

The scalar quantity div a is also noted V- @ The divergence operator creates a quantity
one order lower than the argument. We will use the divergence of a product:

V-(\a)=AV-a+VA\-a (1.1)
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We will also need the Green-Ostrogradski theorem (divergence theorem):

/ﬁ-adsz/a-d? (1.2)
S T

The Laplaman operator is the composition of the divergence and the gradient. It is noted
A = V-V and creates a quantity of same order as the argument. In cartesian coordinates,
the Laplacian of a is defined as:

Laplacian

A d%a N d%a N d%a
0= —+—+—
ox?  0y?> 022
Normal derivative
15 o
We note —Oi =Va-n
on

Norm

For a given vector a@ described by its components a, and a, in a two-dimensionnal basis,

we note 1ts norm:
dl| = /a2 + a;

Dirac function

The Dirac function is defined by:

Sy, x) =0 iy £x
{(5(y,x):+oo ify =x (1.3)

such that: e
Ve £ 0, / iy, x)dy =1 (1.4)

—€

Kronecker index

The Kronecker index is defined by:

§ij =0 ifi#j
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Einstein convention

Considering € a vectorial space of dimension n, (ej,es,...,e,) a random base of this
space, and V a vector of £, V can be written:

V = i Viei
1=1

Einstein convention consists in omitting to write the sum on indices. Then the vector V
1s written:

V = Viei
A sum index is a dummy index. It appears exactly twice in a monomial. As it is mute,
its name has no meaning and can be replaced by another one:

V= Viei = Vjej

A real index (which is not mute) appears only once in a monomial and is the same in
each monomial of an equation or a sum.

1.2 The elastostatic problem

The BEM will be applied to solve the following system:

div(e) + f, =0 (1.5)
withd =0 onlu (1.6)
t=on=T onl},
The behavior of the medium is described by:
o = 2p€+ Atr(e)l (1.7)
The displacement field is written:
1
€ij = i(um + uj;q) (1.8)

To ensure deformations to derive from such a displacement field, we use:
Ale) + grad(grad(tr(e))) = grad(dZv(e)) + grad(dZv(e))t (1.9)
Using eq.(1.8) in eq.(1.7), we get:
div(e) = 2udiv(e) + Mdiv(tr(e)I)
= u(dfv(gradﬁ) + d{v(gradﬁ)t> + A(tr(e)d;v(l) + I.gr&d(tr(e)))
= n( (i) + div(grad(@))) + Agrad(div (i)
= pA(@) + (A + p)grad(div(a))
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Putting this expression in the equilibrium equation yields the Lamé-Clapeyron equation:

pA(@) + (A + p)grad(div(@)) + f, =0 (1.10)

Mode III problem

In this thesis, we focused on solving the mode III problem. Indeed, the elstostatic problem
can be written as a potential problem, which is simpler to treat (as shown in [2]). The final
objective is to have a boundary element formulation able to solve the general elastostatic
problem, but due to a matter of time, this work could not be achieved. To implement it,
the basis can be found in [3].

For in-plane problems, we can write the Papkovich representation for the displacement
field:

2pit = 4(1 — v)) — grad(¢ + 7)) (1.11)
where in the unit orthogonal basis (€, €,, €2), U = u,€, + u,€, + u.€; is the displacement
vector, 7 = ry€, + ry €, + r.€, is the position vector and ¢ and ¢ = V€, + Y €, + V€
are scalar and vector potentials which satisfy the equations:

Ap=0 Ap=0 (1.12)

Insertion shows that the Papkovich representation satisfies the equations of equilibrium
after putting the inertia term equal to zero. As shown by Eubanks and Sternberg [7],
one of the four potential function may be put to zero under rather general conditions.
Specialization to plane strain, u, = u,(z,y),u, = uy(x,y),u, = 0, implies that the
potentials are function of  and y, only, and then, according to 1.11:

Y. =0 (1.13)

It remains only the scalar variables ¢,1, and v,. As they are independant, we search
only the solution of Au = 0 where the unknown u is a scalar (see chapter 2).

An analytical solution has been given for the steady-state problem of the dynamic
propagation of a damaged zone in elastic body, in permanent mode III [4]. The shape of
the propagation front was computed to be a cycloid with a cusp.

Other assumptions leading to a potential problem

Note that this potential problem could also be considered as the elastostatic problem
under simplifying assumptions. Indeed we get a potential problem in a case of pure
deformation (no rotation of solid body) without any body forces. Thanks to the pure
deformation assumption, the displacement field derives from a potential ¢: 4 = gr&d(@.
Then Lamé-Clapeyron equations (1.10) become:

A+ 2u)A(@) + f, =0 (1.14)
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And without body forces, we get the harmonic function:

A(d) =0 (1.15)

Let us remark that we also come to the same result assuming that the medium is
incompressible. Indeed, then we have tr(e) = div(@) = 0 so eq.(1.10) become:

pA(@) + f, =0 (1.16)

And without body forces, we find back eq.(1.15).
As this equation can be written independantly for each component of u, we study the
following problem on the scalar unknown wu.

Boundary conditions

We note ¢ the flux related to u computed anywhere on the domain S:
#(Z) = Vu(Z) (1.17)

and v the scalar normal flux computed anywhere on the boundary I':

o(Z) = == (1.18)

where n#(Z) is the outside unit normal vector to the boundary at point .
The potential problem for the scalar unknown w is written for the following boundary
conditions:
Au(¥)=0 VZeS
u(®) =u(Z) V¥eTl, (1.19)
v(@) =0(Z) VZeT,

part of the boundary with prescribed Dirichlet conditions
prescribed Dirichlet conditions
part of the boundary with prescribed Newman conditions
prescribed Newman conditions

@|F$ﬁ\p

where {I",,',} constitutes a partition of I', that is:

r,ur, = r
r,nr, = 0



Chapter 2

Potential problem

In this chapter, we expose how the BEM can solve the problem (1.19).

The BEM is a numerical technique developed since the early sixties and founded
on the older theory of Boundary Integral Equation (BIE). This theory appeared in the
nineteenth century throught the work of Poisson (1820), Betty (1872), Kirchhoff (1882),
Fredholm (1896), Kellog (1929), Kupradze (1935). Then in the sixties, Jaswon [12], Hess
[11], Symm, Shaw, Rizzo, Cruse and others worked on the BEM (the name BEM appeared
only in 1977). In particular, Frank J Rizzo [18] was one of the pionner of a novel direct
boundary integral method for the numerical solution of elasticity problems. Since then,
many papers have been written on this method and it is still an active theme of research
in various fields such as cracks and heat diffusion [1], acoustic [6], meteorology [17] or
reflection seismology [5] [15].

This method represents an alternative to another numerical method: the finite element
method (FEM). The main advantage of BEM is to deal very well with infinite media, and
also to require only a mesh on the boundary, not inside the domain. However, the details
of the computation with FEM are easier to interpret and once the formulation is written,
it produces sparse matrices (instead of dense ones for BEM).

Most of the following work has been done thanks to [3] and [13].

2.1 BEM formulation

2.1.1 Transformation of the problem

As in many methods, we cancel the average error on the main equation using a weighing
function w. That is we ensure:

/AuwdS =0 (2.1)
s

We note: 5
w=u" and Yoo (2.2)
one
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Now we apply some mathematical transformations to eq.(2.1) in order to introduce the
boundary fields. The formula of the divergence of a product eq.(1.1) yields:

Then taking the integral over the domain S, we can write:
/u*AudS = / V- (uVu)dS — / Vu* - VudS (2.3)
S s S
And the Green-Ostrogradski theorem eq.(1.2) gives:

/ﬁ (uVu)dS = /u*ﬁu -dl (2.4)
s r

We introduce n¢ the normal vector to I' pointing outward. As v = Vu - ne, we can write:

/u*ﬁu dl = /u*ﬁu -nedl’ = /u*vdf (2.5)
r r r

So we get from equations (2.3), (2.4) and (2.5):

/u*AudS: /u*vdF—/ﬁu*~ﬁudS (2.6)
S r s

Then we repeat the same computation steps on the last integral and obtain:

/ﬁu*-ﬁudS: /uv*df—/uAu*dS
s r s

So we can write:

/u*AudS:/u*vdF—/uv*dF—l—/uAu*dS (2.7)
s r r S

And the main equation (2.1) becomes:

/u*vdF—/uv*dF+/uAu*dS= 0 (2.8)
r r s

2.1.2 Fundamental solution

Let us remind that eq.(2.8) has been written for any weighing function u*. Now we choose
for u* the solution corresponding to a source located at 7 inside the domain €2:

VIeQ, Vel AT §) = —5(7,7) (2.9)
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u* is called the fundamental solution, g/, the source point and &, the potented point.
This particular choice of u* will allow us to compute easily the integral on € in eq.(2.8).

Noting r = ||Z — ¥]|, we explicit the fundamental solution of eq.(2.9) u* and its normal
derivative v* for an isotropic two or three dimensionnal medium:

2D 3D
(cylindrical coordinates) (spherical coordinates)
N N O : o
VY, T) = (Feer + %88"9 eo + %“Z ez)ne | v (i, 7) = (G-er + %%e_é + m%@).ne
= (Grer)n’ = (Gre)nt
= —5—6,.1° = — 2 Crn°
where €, = Hy::;” and n® = n¥(T).

2.1.3 Computation of the fields and fluxes
When we put the fundamental solution u* into eq.(2.8), the Dirac property eq.(1.4) yields:

WeO\D,  u(f) = /F o(F)u(§, 7)dT () — / W@ (7, )dT(F) (2.10)

T

Using this equation in the definition of the flux ¥ (see eq.(1.17)), we get:

Vie O\l a(7) = / o()¥5(u* (7, 7))dT(T) — / WD)V (7 D)IE)  (211)

where ﬁg indicates that the gradient is taken relatively to .

For a source point 2’ located on the boundary I', eq.(2.10) is slightly different. Indeed,
as the distance r between 27 and the point Z describing I' can cancel, singularities appear
in the integrals. Let I'. be a circular boundary curve of center ' and radius € as illustrated
in fig.(2.1) for e = 1. Since we have:

I'=lim(I\I') UT,

we can write from eq.(2.10):

u(@) = lli% [/FE v(Z)u* (7, 2)dl(Z) — /R w(@)* (@, &)dT(Z) (2.12)
—l—/r\re v(Z)u* (7, £)dl(T) — /F\F (f)v*(f’,f)df’(f)] (2.13)

€
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(a) (b)

Figure 2.1: T, for a given x’ on the outer (a) or inner (b) boundary (2D problem)

Now the singularities are isolated in integrals on I'.. Assuming that the boundary is
smooth at 7' (i.e. 2’ is a regular point), I'c tends to be a half-circle when € tends to zero.
So we compute:

lim [ o(@)u* (@, Hd0(E) = lim v(f)%ln(%)dF(f)

e—0 I. e—0 T. T

e, 1

— lim (@) in(=

el_I)I(l)U(x )271' n( E)

=0

. N ko o — . N —
lim— [ w(Z)v*"(Z,2)dl(Z) = lim [ w(Z¥)=—=¢. .ndl'(7)

e—0 r. =0 Jp, e

We define the function o for each point 2 of the boundary I' such that:

- { +1 if &’ is on an outer boundary
o(T') =

—1 if 2 is on an inner boundary (2.14)

Then we have o () = &.(Z, #).n*(Z) as illustrated in fig.(2.2).

lim — Feu(f)v*(f’,f)dP(f) - ygéu(f')%a(f')
1
= Su(@)o(@)

so they produce a free term.

Now, let us assume that the boundary is not smooth at z’ but describes a corner (i.e.
Z' is a singular point). Then I, tends to be an arc of circle of angle §(z") when € tends to
zero, as illustrated in fig.(2.3).
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Figure 2.3: T'. at a convexe corner x’ on a outer boundary (6(x’) > )

So we get:

lim | o(Z)u* (&, 7)dl(Z) = lim v(f)%ln(l)dF(f)

—0 Jp. =0 Jp. T €
: o(z) 1
=1 ') ——=In(-
lim v(2") ——In(-)
=0
. — %/ = = — . — 1 - —
lim— [ w(Z)v*"(Z,2)dl(Z) = lim [ wu(Z¥)=—=¢. .nedl(7)
e—0 Jp. =0 Jp. 2me
. 6(2)
o — —r
= lli%u(x) e o(2)
oz’
= M@)o

Of course, we find back the case of a smooth boundary when 6(2") = 7.
The two other integrals of eq.(2.12) are not affected when e tends to 0 because singu-
larities are located on I'. only. So we get:

(1= eg)“@/))“@/) = ﬁ“ﬂu%f@ﬁdf@) - / u(@)v* (&, 7)dT (7) (2.15)

r
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With eq.(2.15), we can compute the field v and its derivative v anywhere on the
boundary. Once this is done, we will use eq.(2.10) and eq.(2.11) to compute respectively
the field u and the flux ¢ anywhere inside the domain. To evaluate those integrals, we
discretize the boundary and ensure the boundary conditions only at nodes, which allows
to transform integrals into finite sums. In the following sections, we will present two
different discretizations of the boundary: the first one using constant elements (section
2.2) and the second one using linear elements (section 2.3).

2.2 Computation using constant elements

2.2.1 Discretization of the boundary

We approximate the boundary I' with N segments I'; (where ;7 = 1,...,N) carrying
constant fields u; and v;. The nodes are located at their middle point Z; (see fig.(2.4)).
Due to this choice, we always are in the case of a smooth boundary: 29—; %

Now the constant values u; and v; can be taken out of the integrals of eq.(2.15) so
that we obtain for any Z’ on I':

1 N

(1= So@)u@) = ( / u*(f’,f)df(:i’))vj = ( /F j v*(f’,f)df(f))uj (2.16)

j=1 Ly j=1

T

]

(a) (b)

Figure 2.4: Discretization of a geometry (a) with constant elements (b).

Let us work at a given 7 in (1,..., N). Noting 0; = 6(z;) and 0; = o(Z;), we get :

j=1 j j=1 Ly

VM (7, f)df(f))uj (2.17)
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We define G, = / u*(Z;, £)dl (%) and  H;; = / v (%, ©)dD(Z)
r r

J J

Gi; and H;; are explicited in appendix (A).
0. N N
Then, (1 — ﬁal)uz = Z Gi]”l)j — Z H;u
j=1 j=1
= Z <Gijvj — Hl-jﬁj) + Z (Gijﬁj — Hl-juj>

3/ () 3/(T3CT2)
Let us note ﬁij = Hz‘j + (1 - %)52J
If FZ C Fl, Z GZ]UJ Z ku] = Z f[i]’ﬂj — Z G”’U]
j/(T;CTy) j/(T;CT2) Jj/(T;CT1) j/(T;CT2)
If Fz C FQ, Z Gijvj — Z ijuj = Z Hijaj — Z GZJUJ
3/(T;CT1) j/(T;CT2) 3/(T;CT1) 3/(T;Cl2)

So we can write the following system:

( —Gix Elil ) ( Uk ) _ ( —]T[Z»k. Ga ) ( U ) where { k such that I'y, C I'y
-Gy Hy U —H;. Gy ) [ such that I'; C I'y
(2.18)
This can be seen as a system of the form:

Ax=Db

where x is the vector of unknowns at the nodes while A and b gather information on the
geometry and the boundary conditions. So once the system (2.18) is solved, the field u
and the flux v are known at any point of the boundary.

2.2.2 Computation of the fields anywhere

Knowing the fields v and v anywhere on the boundary, we can compute the field u
anywhere inside the domain thanks to eq.(2.10). After discretization, the constant values
u; and v; on I'; can be taken out the integrals again:

Ve ulf) = i(/ () )y - i(/ B0 )y, (219)

J=1 J=1

We note G,(y) = / u*(y, 2)dl () and Hi(y) = / v*(y, ©)dD(Z)  (2.20)
rj rj
Since Gy; = G;(Z;) and H,;; = H;(Z;), we will compute them with the formulae given in
appendix (A).
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2.2.3 Computation of the fluxes anywhere

Knowing the fields © and v anywhere on the boundary, we can compute the flux v anywhere
inside the domain thanks to eq.(2.11). After discretization, the constant values u; and v,
on I'; can be taken out the integrals again:

N N
view i)=Y ([ Vit @aa@)y -3 ([ It @.ma@)u,
j=1 J j=1 J
(2.21)
Wedeline  G3() = [ Vil @)@ ad  H@)= [ V00 (@.0)0@)
Ly Ly
(2.22)
so that we can write:
N N
VieQ, 0@ =Y Gl@Hv — > Hi(Hu (2.23)
j=1 Jj=1

Due to a lack of time, the correct analytic formulae of G}; and H}; have not been written.
Consequently, in the code the fluxes are computed using a finite difference. For dz and
dy small enough, we compute:

37‘" dxgx) - u(?j)
dx

T dud ) — i
and v, (7) = uly+ y;;’) uy) (2.24)

Ve Q,  w(j) ~ u(

A special care is taken to choose the size and the sign of dx and dy in order that i+ dxe,
and ¢ + dyé, stay inside the domain.

2.2.4 Computation of matrices for BEM

™ r r

1 1 1
Gij =/ Q—Zn(—)dF(f) and H;; :/ —Q—e?.ﬁdf‘(f) (2.25)
Ly T

where r=||T — | (2.26)

Let us remind that &' is the point which describes the boundary element I'; and Z;
is the middle point of the boundary element I';. We note pi’ and p3° the points of the
extremity of element T';, and z}, yi, %, y4 their respective components in an orthonormal
two-dimensionnal basis (see fig.(2.5)). Since boundary elements are linear geometries (i.e.
segments), we have:

FeT; & 3se[0,1],7=p! +s(py’ — pi) (2.27)

The middle point is the average of the two extremities of the related segment, so we get:

= _ pittpy
T, =B
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Figure 2.5: The distance r for s=1/3

This yields:

Pli —HfziH
2
= J(ms(x;—x{)— )+ (v + st — o) - B2
Vi + Bijs 4 i
o = (ol = 252) + (o - 252)" = Iplpil?
where Biy = <(xj1 2 +$2)(f’52 - x1) + (y{ yl+y2)(3/2 - 3/1)) = 2pipj1 ‘P{p%
v = () — )2+ (i — i) = |pind|)? = |12
Since dI'; = ,/7;;ds we can write:
1 2 1
GU_/ —n(a]—i_i]s—i_VJS)\/V_z‘de and Hij:/ B Yij ds
0 ™ 0

27?\/041‘]' + ﬁijs + ")/ijSQ

Tij = ||p1 + s(p2 —p?)

In the following, we will allow us to forget the indices ¢ and j. Now that all quantities
of eq.(2.25) are expressed with respect to the coordinates of ; and Z;, we can compute
explicitly' G;; and H;;. They are continuously defined but their litteral expression depends
on the sign of the determinant D = 3% — 4ary of the second order polynom Tfj(s):

!The full computation of G;; and H;; is detailled in sections A.2 and A.3 respectively.
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If D <0, then we have:

Gy = —j—f[( + L Yinfla-+ 9+ - Linfa) - 2

(arctan<ﬂ+ 7) —arctan(\/f—p)ﬂ
o, - _Jjéf <arctan<ﬂt\/—2;> — arctcm(\/%))

If D =0, then we have:

Gy = —Z—:[ln(\a—kﬁ—l-ﬂ)_2+§ln<’%+1‘)}
Hj; =0

Let us remark that in the case where D = 0, as 3° = 4ay and « and v are strictly
positive,  cannot cancel. So the logarithm used in G and H is well-defined.

2.2.5 Test cases

In order to evaluate the accuracy of the solution computed with the BEM, we only work
with simple cases for which we know the analytical solution in this section. So we work on
only two kinds of two-dimensionnal problems: cases equivalent to one-dimensionnal prob-
lems (with revolution symmetry or invariance in one direction) and cases with decouplable
variables (as a rectangle space).

Each test is illustrated with a couple of figures showing respectively the displacement
and the flux vector. The size is sized from the miniumum to the maximum of the values
(or norm of vectors) which are reached.

Crown problem

We run the case of a crown for which we impose Dirichlet boundary conditions: u = 0
everywhere on the inner circle and u = 1 everywhere on the outer circle. The analytical
field is linear towards the distance to the center of the crown (see appendix D).

The formulation requires that all the nodes of the domain mesh are inside the area de-
limited by the boundary mesh. As the elements are described by segments, the boundary
mesh cannot describe exactly a circle, but approximates it by a polygon. So when treating
with a curvature, the domain mesh should be confounded with the boundary mesh on the
boundaries, or always remain slightly inside the area delimited by the boundary mesh.
For the study of the crown, we choosed to change the geometry used for the domain mesh
to avoid this problem. That is why on fig.(2.6), u never reachs the boundary conditions
(look at the scale) although they are exactly satisfied.
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Plot_U Y Plot_v
0.0173 0.507 0.997 \Lx 0.359 0.907 1.45
ENEsEN

Figure 2.6: Field and flux on a crown computed with constant elements

We have launched the computation on the crown problem with four different meshes:

caracteristic | number time precision
length of dof fill solve evaluate | total of the
matrices | the system | inside results
0.05 308 0.11s 0.04s 0.04s 0.21s [-7;-10]
0.02 784 1.09s 1.47s 0.10s 2.72s | [-8.5;-12]
0.015 1044 2.18s 5.38s 0.13s 7.78s [-9;-13]
0.01 1568 5.37s 21.93s 0.29s 27.75s | [-10;-15]
0.005 3140 25.77s 185.44s 0.74s | 213.31s | [-6.5;-10]

With BEM, the number of degrees of freedom (dof) handled in the system is the
number of nodes of the boundary mesh, whereas FEM requires the use of dof distributed
everwhere in the domain. So the BEM deals with one dimension less unknowns than the
FEM. That is why those computational times are much lower than what could do the
FEM for an equivalent problem (same boundary conditions and caracteristic length).

We can see on figure (2.9) that the time needed to evaluate the field in a point inside
the domain is linearly proportionnal to the number of nodes on the boundary.
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Figure 2.7: Relation between time needed to fill the matrices and dof.

185.44 4
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Figure 2.8: Relation between time needed to solve the system and dof.

Square problem

Here we have run the code written for smooth boundaries on a boundary mesh of a square
of side a = 5 to which we prescribe u = 0 on the left side, v = 1 towards the outside
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Figure 2.9: Relation between time needed to evaluate all points and dof.

normal vector of the right side, and v = 0 towards the outside normal vector of others
sides. The analytical solution gives a field u(z) = ax (see appendix D).

As can be seen in fig.(2.10), the error made on the points in the center of the domain
is quite acceptable but the error becomes higher as we get closer to the corners. The flux
is turning around the corners and the scale has been resized due to very high values :
the highest values reach a norm of 4.83 10° near the corners (high fluxes are saturated in
fig.(2.10)).

The unaccuracy of those results is due to the fact that with constant elements, we
cannot take into account the angles of the geometry as the nodes are located in the
middle of the segments. Even if we had given a value to 6 (see 2.1.3) and adapted the
computation of G and H to an element bearing a geometrical singularity at the node, we
would still need to give the same boundary condition at the right side and left side of
the node. However, by refining the mesh around the corners, we slowly get closer to the
analytical solution.

2.2.6 Conclusion on constant elements

To conclude, the BEM method using constant elements gives very good results for geome-
tries with smooth boundaries (and requires much less time than FEM) but is unable to
treat as well geometries with corners associated to different boundary conditions. As this
drawback is due to the location of nodes at the middle of segments, we present in section
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Plot_U Y Plot_v Y
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Figure 2.10: Field and flux on a simple square computed with constant elements

2.3 another discretization with nodes at the extremities of the elements.
Moreover, the precision on fluxes could be improved if the formulae given in section
(2.2.3) were implemented instead of using finite differences.



2.3. Computation using linear elements 27

2.3 Computation using linear elements

2.3.1 Discretization of the boundary

We approximate the boundary I' with N segments I'; (where j = 1,..., N) and locate
the nodes at the extremities of those segments (see fig.(2.11)). Now the values u and v
along a segment I'; are linearly interpolated from the values at its extremities using linear
shape functions ¢;(s) and ¢o(s) (see fig.(2.12)) where s is the parameter used to describe
an element (see 2.2.4).

(a) (b)

Figure 2.11: Discretization of a geometry (a) with linear elements (b).

d1(s)=1—s ¢a(s) = s
_— Nodal values

of u (or v)

Ty () L Ty (5)

Figure 2.12: Interpolation with shape functions on a segment I';.

For sake of clarity, we define the following mappings of indices:

e1(j) = index of a segment connected to ;

es(j) = index of the other segment connected to z;
n1(j) = index of a node at the end of T';

n2(j) = index of the other node at the end of I';

Vj € [1, N],

As we work only with close geometries, the nodes are as numerous as the segments.
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2.3.2 Types of boundary conditions

For a given j in [1, V], three scalar values can be stored at a given node Z;: the field at
the node, noted u;, and the two fluxes through the node respectively along the outward
normal vectors to I'., ;) and I',,(;), noted v{ and vj.

Let us list the different kinds of boundary conditions that can be given to a node Z;:

known value(s) | unknown(s)
7 7
a vy and vy u;
J J
b vy and u; 0y
j J
c u; and vy S
j j
d uj vy and vy

We note {a} the set of indices j such that node Z; has boundary conditions of type a
(and similarly for {b},{c} and {d}).

In case d, there are two unknowns at one node so one extra equation is needed. This
can be solved with techniques like discoutinuous elements (cf. Brebbia and Dominguez).
In this thesis, we don’t treat this case and run carefully the code on problems requiring
only cases a, b and c¢. So in the following, ${d} = 0.

2.3.3 Computation of the fields on the boundary

Equation (2.15) written for a node #; becomes:

(1 Pou = i( /uux) (@) - i( / (7, #)u(Z)dT (7))
- i( v G 60 + 6 | @)
—i(/( 7)1t + G2(@ iy A (@)
_ ;]f /Fw W (T, D) (D) <>)U;+;N( /FwU*@,f)@(@dmm)ﬁ
_jzl ( /F B v*(fi,f)gbl(f)dF(f))uj —]Zl ( /F » v*(fmwz(f)dP(f))uj
We define
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HY = /F V&, B) oy (F)dD(T)  HE = / 0" (T, 7)o (7)dD ()

e1(d) Ley(9)

Noting H;; = H]L + H?%

ij

(1_ ZGUJ ZG?J?_ZHU
7=1

- Z <G21]—]1 +Gl2] 32 ua)

we get:

je{a}
+ Z (Gllava +G123 32 Hijaj)
je{b}
1 252 _
+ 3 (Gl + GEo? - Hyw )
j€{c}
Then we can write the system:
U
( Hj, _Gzzl _Gilm ) U{Q = ( G}k — 414 Gzzm G?k Gill —Hip, )
/Um

(2.29)

(2.30)

where k, | and m describe respectively {a},{b} and {c}. This is again a system of the
form Ax = b. Once solved, we know the field and the flux everywhere on the boundary.

2.3.4 Computation of the fields anywhere inside the domain

Knowing the fields v and v anywhere on the boundary, we can compute the field u
anywhere inside the domain thanks to eq.(2.10). The linear elements formulation of this

equation is similar to eq.(2.28): Vi € Q\T,

i = ([ w@ne@r@)l Y ( [ wiasem@r):

e1(9) j=1 7)

j=1 Ley ) j=1 Leo )

([ vEse@am), i( | o)
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2.3.5 Computation of the fluxes anywhere

Knowing © and v anywhere on the boundary, we can compute the flux v anywhere inside
the domain by discretizing eq.(2.11): Vy € Q,

W = 3 [ Vstw @ e@in@)e 3 | Vet @ o)

e1(4) j=1

_Z< V(v (3, 7)1 (F) )uj i(/ V(v (7, 7)) d2(7)d ())uj

e1(4) j=1 (4)

Gl = / Tl (DDA G = / V(7 7)) o(H)d0(D) (2.31)

HY = / Vo (&, &) (#)d0(F)  HY = / G (05 ) BIE) (232)

Due to a lack of time, the correct analytic formulae of G}, G77, H;’ and H; have not
been written. So in the code, like for constant elements, the fluxes are computed using a

finite difference. For dx and dy small enough, we compute:

u(y + dwey) — u(y)

~2 a0

Vi € Q, v (Y) =~ and

Again, a special care is taken to choose the size and the sign of dz and dy in order that
y + dze, and y + dye, stay inside the domain.

2.3.6 Test cases

In order to justify the use of linear elements instead of constant elements, we first work
on the case of the square leading to unaccurate results with constant elements. Then we
add a centered hole (various shape) to this problem. Finally, the formulation is tested on
a more complex problem (for which the analytic solution is not known) in order to check
that the accuracy of the computation is not due to the simplicity of the test cases.

Square problem

As the analytical solution is linear, the linear elements are theoritically able to describe the
exact solution. We run exactly the same test as done previously with constant elements
described in (2.2.5). Numerically, we get a precision of 10~'? (the machine precision) using
a boundary mesh of only 4 nodes (the corners of the square) as can be seen in fig.(2.13).
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Plot_U Y Plot_v
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Figure 2.14: Square with a square hole

Square problem with a hole

Now we add a square hole in the center of the domain. As we impose the same boundary
conditions on the small square as on the external square, the hole should not disturb the
solution. It is a way to check that the formulation is able to treat an internal boundary
correctly. Again, we obtain the analytic solution to the machine precision as can be seen
in fig.(2.14).

Then we do the same test with an octogonal hole in order to check that the angle is
taken into account at corners correctly. The boundary conditions are also such that the
inclusion should not disturb the solution. Again, we obtain the analytic solution to the
machine precision as can be seen in fig.(2.15).

Then we do the same test on a rectangle with a circular hole. To get a nice repre-



2.3. Computation using linear elements

32

Plot_U
-1.33e-15 25

VA,

KL

va
VA NAVAVAVAN %N
SR ISINREA

A
N AVAVAV
VAV AV AVAAVAA
BRSO
K s
X 8

<)
N
¥l

ay
avy
25

%

YAy,
TAaV
52

Vg

Ry
XK
SRR

SRECS

s
A
Y

AVaN Yavi
o &
KO SKPR]
SRR RO
AVVAVAANSAVITS s
AVAVAVNAVAVATS N VAVAYA
PR
ERNDEEAOSN]
N

S

N
AP
NVavavea,

-0.000456 164

Plot_v
\L X 1 1

Plot_v
2 x 0 11

22

Figure 2.16: Rectangle with a circular hole

sentation of the curvature of the circle and avoid boundary conditions of type (d) (see
2.3.2), we impose the normal flux to be zero on the boundary of the hole. This time,
the inclusion should disturb the field such that the solution is not linear anymore (the

analytic solution is not known).

In this example, due to the choice of boundary conditions, we can refine the mesh
of the boundary of the hole whereas the previous test cases run with 4, 8 and 12 nodes
respectively on the boundary (located at corners). The computational time has been

evaluated on three different refinements:
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number number time
of dof on of dof in fill solve evaluate | total
the boundary | the domain | matrices | the system | inside
40 951 0.01s <0.01s 0.51s 0.52s
380 951 0.82s 0.12s 5.11s 6.05s
1888 951 28.28s 42.45s 28.31s | 99.04s
For a comparable number of nodes on the boundary, the BEM formulation using linear

elements requires more time than the one using constant elements (see section (2.2.5)),
but it stays satisfactory.

Complex problem

Finally, we work on a more complex case with several inclusions. The analytic solution is
not known for this kind of geometry. Here again, we impose the normal flux to be zero
on all internal boundaries to avoid boundary conditions of type (d) (see section 2.3.2).

The localization of the flux on the two nodes on the right (see fig.(2.3.2)) can be
explained by the boundary conditions. Indeed, we imposed the normal flux to be zero
on the upper and lower boundaries whereas it is imposed to be 1 on the arc of circle
on the right. As the geometry is smooth? at the junction of the different conditions, we
introduced a discontinuity on the flux in the €, direction.

2.3.7 Conclusion on linear elements

To conclude, the BEM method using linear elements is as satisfactory as constant elements
in terms of time performance and is able to treat well geometries with corners.

However, the computation of the fluxes should be even more precise if the formulae
given in section (2.2.3) were implemented instead of using finite differences?.

A big weakness of the code is the fact that boundary conditions of type (d) are not
treated. Consequently, the user should take care to never impose Dirichlet boundary
conditions on two joined segments. This reduces drastically the cases which can be treated.
When coupling with the crack propagation code, as the boundary of the crack front is a
free curve (surface in 3D), we will impose a Newman boundary condition (v = 0) all over
the inner boundary so the linear elements will be used safely.

2Once discretized, the geometry is not exactly smooth, but the finer is the mesh, the closer are the
outside unit normal vectors of the segments connected to the nodes of interest.

3The analytical evaluation of the integrals required for this computation is possible, but have not been
achieved correctly during this master thesis (see section (2.3.5))
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Chapter 3

Crack propagation

3.1 Brittle damage

The damage is called brittle because a virgin zone (in which the damage is d = 0) is
separated by a front from a totally damaged zone in which d = 1. The boundary of the
damaged zone is a curve (or a surface in three-dimensionnal problems) with a discontinuity
of stress. It is also a free curve for the virgin zone because the normal stress is zero there!.

An alternative representation is for instance a continuous description of the damage
using a multiphase level set [21].

3.2 Propagation criteria

The model of propagation used here is a Griffith type criteria. The front is growing
provided the energy released is equal to a critical energy plus a term involving the front
curvature as explained by N.Moés in [14]. The presence of the curvature is essential for
the model to avoid spurious localization.

The model considered is the one introduced by Q.S.Nguyen in [16]. We consider an
elastic domain € submitted to imposed loads T(Z,\) and displacements @(Z, \) on the
part of the boundary I'r and I'y, respectively. The parameter A is the loading parameter
(carrying information about the history of loading) and we assume that the imposed loads
and displacements depend linearly on \, i.e. T(Z,\) = MO(Z) and U(Z, \) = Md®(Z).

The space of admissible displacement field is denoted as U and the space of admissible
displacement field to zero is denoted as U.

The complementary part of the boundary delimiting the completely damaged and

IThis allows us to impose the normal ”flux” to be zero on the crack propagation front. This way, we
ensure to avoid the type d of boundary conditions and we can use the linear elements safely.
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virgin material is denoted I'. The potential energy in the system is given by:

ET, i, )\) = / edQ) —/ M- idS (3.1)
Q St
1
with e = ie(ﬁ) : E :e(u) and 4 = M° on S, (3.2)

where E is Hooke’s tensor. The displacement field @ € U is obtained through the sta-
tionarity of the functional:

/ €(t) : E : e(i*)dQ = / M- @dS  Var € Uy (3.3)
Q St
Its solution depends on the current degradation front location and load factor:
u=u(T,\) (3.4)
The free energy of the system at equilibrium is denoted W:
W(T,\) = E(T,d(T,\),\) (3.5)

Assuming a normal velocity g, modifying the location of the front, the free energy will be
altered. Assuming the front is regular, the directional derivative of the free energy with
respect to the velocity ¢, is written:

DWq,| = —/FeqndS (3.6)

The dual quantity to ¢, on the front is the energy release rate e. The brittle propagation
law is given by:

o Ife<Yo—+ %, the propagation is impossible
o Ife=Y,+ %, the propagation is possible

The degradation front will move forward if the elastic energy on the front is superior
to a critical energy Yo plus a critical surface energy times the front curvature.

3.3 Evaluation of the elastic energy on the front

Until now, an Xfem code was used to compute the elastic energy on the front. This level
set approach is also used by [19] with an iterative Fourier spectral method.
For the mode III problem studied here, the elastic energy is computed as:

R
E(7) = gui(Z) - U(7) (3.7)
where U(Z) is the flux computed by the BEM formulation at point Z and p is a parameter

set to one in the following.
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3.4 Construction of the boundary mesh

The boundary mesh sent to the BEM formulation is constructed with the nodes at the
intersection of the domain mesh and the level set. It is updated at each iteration. Once
out of ten iterations, the domain mesh is updated: the areas of interest are refined and
some becomes coarser. The refinement of the mesh is limited by a parameter p such that
a cell cannot be refine more than p times.

3.5 Test cases

We have been confronted to some round-off problems, which are still not solved. To
circumvent them, we have multiplied the dimension of the problem by a factor 1000.

We have run the test of a square plane of side 1000 with one or several circular hole(s).
p is set to 7 for the run of all test cases, meaning that the smallest cell of the domain
mesh has a side of 1000/27 = 7,8125.

As illustrated by fig.(3.1), the boundary conditions applied are:

e on the right side: u =0
e on the left side: u = 100

e on the upper and lower sides and inner boundaries: v = 0 towards the outside of

the domain
v=20
u = 100 Q u=20
Q
v=20

Figure 3.1: Boundary conditions of the test case

3.5.1 Omne circular hole

In fig.(3.2), you can see the field of displacement computed by the FEM formulation at the
beginning of the run and then every ten iterations. You can see on the two last pictures
the beginning of a spurious localization, proof that this phenomenon is not prevented
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Figure 3.2: Evolution of the displacement and propagation of the front.
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Figure 3.3: Detail of the front before localization.

by the use of a BEM. Let us note that we study a highly unstable case. According to
E.Taroco [20], the crack advance stability is influenced by the first- and higher- order
potential energy release rates.

Let us remark that the loss of symmetry happens before the localization. Indeed,
you can see on the second picture of fig.(3.2) that the isolines of displacements behave
differently on the left or right side. At this step, there is no localization though, as
illustrated in fig.(3.3).

If we let the computation goes on, we can get the extreme configuration of fig.(3.4)
(obtained after 669 iterations). B.Fedelich and A.Ehrlacher have written necessary con-
dition for stability in [8] and [9]. We could use their work to know if a path is acceptable
crack propagation.

You can also remark that the crack has a caracteristic width when it propagates. This
width could be related to the size of the smallest element of the mesh. This shows that
this computation is not absolutly independant of the mesh.

In fig.(3.5), the localization has been observed closely on two consecutive iterations.
On the first picture, the tip of the crack is very close to a node of the mesh and the
intersection of the level set and the mesh produces very small segments near the tip.
After another iteration, the propagation front has moved a lot whereas the gradient of
displacement did not seem to justify such a move. We can interpret this behaviour by the
fact that the flux is computed by finite differences. In particular, the flux at a point of the
boundary is computed as the difference of the fields at the two nodes of the segment to
which the point belongs, divided by the length of the segment. Consequently, the smaller
is the length of the segment, the less precise is the computation of the flux. This could
explain also why the directions of the mesh are priviledged directions for the propagation
of the crack (see fig.(3.4)).
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Figure 3.4: Last iteration computed before stoping the run.
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Figure 3.5: Localized propagation of the front.
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3.5.2 Two circular holes

Now we study the same square but with two holes near the center such that the two
propagation fronts can merge. In fig.(3.6), you can see the field of displacement computed
by the FEM formulation at the beginning of the run and then every four iterations. The
propagation front stays very smooth and the merging of the two fronts works.

Once the two holes have merged, the propagation of the fronts goes on in the y
direction, then the symmetry is lost (one front is more advanced than the other) and
localization happens as can be seen in fig.(3.7) (obtained after 43 iterations). Here again,
you can remark that the top localized crack propagates in a direction of the mesh (y),
with a width comparable to the size of the smallest segment of the domain mesh.
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Plot_U0_0

Figure 3.6: Evolution of the displacement and propagation of the front.
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43

Figure 3.7: Last iteration computed before stoping the run.



Conclusion and prospects

To conclude this master thesis, I have implemented a BE formulation which is able to
compute the elastic energy on the boundary for a mode III problem in 2D. Then this
formulation has been coupled to a propagation code which uses this energy to evaluate a
propagation criteria. We have observed by running test cases that the BEM formulation is
able to compute the propagation of the front without localization for a few iterations. This
was not achieved by the FEM. It can also merge successfully two propagation fronts. We
can assume that those results would be still improved if the BEM formulation computed
the flux (which is required to evaluate the elastic energy) more precisely by using an
integral formulation instead of a finite difference.

I would like to notice that the BEM yields to matrices which are more difficult to
interpret than the FEM ones and the debugging part of my work took a lot of time. To
finish in the imparted time, I had to choose to skip interesting developments but I am
satisfied to have run the BE code coupled with the crack propagation and note that the
BEM brings new results.

To continue the started work, it would be useful to change the implementation of the
BEM such that the Dirichlet boundary conditions are imposed on nodes instead of ele-
ments, to allow boundary conditions of type (d) with linear elements (using discontinuous
elements like C.A.Brebbia [3] for instance), to code the computation of fluxes using the
integral formulation instead of a finite difference, to clean the code to avoid round-off
problems, to optimize the implementation in order to save more time, and to identify if
the localization is intrinsically related to the method.



Appendix A

Matrices computed for constant
elements

The integrated functions in G;; and H;; are always bounded, excepted when p; belongs
to I';, which happens if and only if' i = j. In the following, we will treat the general case
first, then the diagonal terms.

A.1 Preliminar statements

The litteral expression of G and H depends on the sign of the determinant D = 32 — 4ary
of the second order polynom 77(s).

Dy = B — day
i G [ R [ y{))
. ;L"i _|_xz 2 _|_ 2 . .
(=B (- B ) (- i od)
= ol - B - U2 2><y v
—(d -2 52) - - (- 25 ) #])?]
= —4[<x{— : 2)(3/%—9{)—({ v y) }
2 2
Noting  7i(pi’,py’) = ( R ) we have D = —4<ﬁ(p?,péj)-p2pi) (A1)
1 2

'We assume that the mesh doesn’t cross itself.
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7i(p1’, pz’) is a normal vector to pipy. So D is negative and reachs zero if and only if

pi’,py’ and p’* are colinear. This happens in particular when i = j:
o —%)2 <yi —%)2 _ i
R e e o
xl _ xl ; ; yZ _ yZ i i

Ba = 2((FF )@ —a) + (B2 - )
= (el a8 + (v - 0)?)
= i

Vi

Dy = 87— 4oy = (=) — 41%@‘ =0

As A(py?, py’ ) is easy to compute, we use it to express 7, the unit normal vector to I';

pointing outward?. We define the function s such that s(pi’,p3’) describes if 7(pi?, p3’)
is pointing inward or outward the boundary to which I'; belongs (see fig.(A.1)):

i i +1 if pi? and p3’are numbered clockwise
Jody — . . A2
s(wi’, py') { —1 if pi? and p3’are numbered anticlockwise (A-2)
Noting s; = s(pi?,py’) and n; = i(pi?, ps’), we have:
. OiSi ., i _i O3S . i .
ne = —]——J> n(p1]7p2]) = \J/—Jn(pljapf) (A.3)
P13l 7

A.2 Computation of G;

U In(a + Bs + ys?
0 T
Integration by part:

=1 f=s

g =In(a+ Bs+vs?) g = 7@1%—8?;2

el onlt [N Bs+ 2ys?

G = (1 - [ 2
J 47 sinfla + Fs + 7 Do 0 o+ [Bs+ ys? s

2The orientation of the unit outside normal vector is complex because we work only with a mesh of
a boundary. Once the BEM formulation is coupled with the propagation code, the orientation of those
vectors are easily computed thanks to the level set.
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U
b1 - y41 n;
U »
5 N i
b2 b2
0 1 0 g, -1
8] =1 Sj =1

N
Q . g = -1
8]' = —1
(d)

Figure A.1: 17; and n;° for different values of s; and o;.

Decomposition of the rationnal function:

Bs + 27s? Bs + 2«
Bl Y S o M S
a+ (s + ys? a+ s+ vys?
B B+ 2vs 32 1
(D)t (o )
2v/ o+ Bs + ys? 2v/) a+ Bs 4 ys?
2 -D 1
2—(ﬁ) B+ 2s -(55) (A4)
2v/ a+ (s + ys? 2y Ja+ Bs+ ys?
We define:

1 1
1 2
10:/ —ds and 11:/ Mds
0o -+ s+ ys? 0o a4+ Bs+ys?

D o _ogl' 4 P 2P
Gij = 4W<[sln(|a+ﬁs+”ys ) 2s}o+27[1+ > [0>
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After computation of integrals Iy and I; (detailled in section (C)), we get:

it D <0 Gy = —Z—: [(3 + %)lnﬂa + Bs +vs?|) — 25 + S arctan(ﬁ\j—_igsﬂz
- —g [(1 + %)ln(\& +B+]) - %ln(a) _9
vV—D B+ 2y I}
+ 5 <a7‘ctan< m) - arctcm(\/j))]
if D=0 Gy = —L[lnﬂoﬁ—ﬂ—i—ﬂ —2+ <)—+1m
For diagonal terms, we deal with the case D = 0, and as # = —~ in particular, we have:
_ V1 _9) = ﬂ L VI (2
Gij = ym (ln(a) 2) = (l (\/_) + 1) o <ln(ﬁ) + 1)
A.3 Computation of Hj;
1
[ N i e
H,; = /0 27 (s) er(s).1i5ds
)i = 2 ;(]j)(s)) i,
1 , : . , S
= i (= G st = adp))og + (31 = (0 + (o = i) ) nt)
= o (o= s + (=t = (= s + (0 = )
As 7, is normal to iy — Py, we get (3 — x{)nf + () — y{)né’ = 0. It stays:
1 . .
Hy = [ 5l (o= ol + (= o) ds
1
- 1
= Y (b + =) [ s
= —;/—7?((5" pi) 7 )

As written in section (2.2.4), D reachs zero if and only if pi7, p5? and p’* are colinear,
that is: ' '
D=0 — (p'—pi?)n; =0
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As I is bounded (see section (C.1)), when D =0, H;; = 0.
To summarize, using the computation of [ detailled in section (C.1), we get:

D<o Hy = (7 - g, (arctan( 2 ~ aretan
1 W\/j (p P1 )TLJ arcran \/j arcran

75)
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Matrices computed for linear
elements

The presented results are equivalent to those written in [10]. The notations used here are
more adapted to an implementation with a loop on nodes instead of elements.

The integrated functions in G;; and H;; are always bounded, excepted when p; is one
of the ends of I';. In the following, we will treat the general case first, then the specific
terms.

B.1 Implementation to fill the matrices

We want to evaluate the values defined by eq.(2.28) and eq.(2.29):

6= [ w@an@ar@ 6= [ w@ae@am

e2(4)
1 _
T

CEDNDIE = [ 0@ De@rE)
e2(7)
Noting Gi; = G' (P, Tey(j) and G}, = G*(P,,Teyyy)
we can write G}m =GP,T;) and GZ ., =G*P,T;) =GP, -T;).
As a segment I'; is defined by his nodes ny(j) and ns(j), we can also note:

Gl o =GHP,ni(j),n2(j)) and G}, = G*(Pi,n1(j), n2(j))-

znl ’LTL2

e1(4)

e1(4)

in2(j)

Then as 111ustrated in fig.(B.1), we get:
Gy = G (Pma(5), ma(7)) = G*(Pi, ma(5), ma (5))-

So, by implementing carefully the filling of matrices G and H, we do not need to
compute to explicit G if we know G?. Consequently, in the following of this appendix,
we will only talk about G;; which will stand for G7;. Similarly for H.
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$1

Figure B.1: Two equivalent configurations with different shape functions.

B.2 Computation of Gj;

Uoin(a + Bs + ys?
G” = / — ( . i )sﬁds
0

Integration by part:

82
f’ =3 ) f= ?ﬂw .
g =In(a+ fBs+ vs?) g = a+,381’ys2

Gij = —ﬂq%ln(\a—l—ﬁs—l—”ysﬂ)}:—/ol SQMdS)

47 2 o+ (s + s
ﬁ( /1 Bs% + 25
= —X (1 — —d)
8T nlla+G+90) 0 a+ [Bs+ ys? §
Let us define:
1 2 2 3
L= [ P52
0o -+ s+ ys?
then we can write:
Nai 52 wE 1s?2  B+2vs
e = -L( - [ )
! 4m 2n(\a+ﬁs+”ys |)0 0o 2a+Os+s? °
Y
= Y (in(la + 8+ 7)) - 1)

Using the computation of I, detailled in section (C.3), we have:
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o If D <0
Gy = — Qnm+ﬁ+v|—1+f é;%?g@mm+ﬁ+70—mwm)
_ (art <ﬁt\/_;)—arctan<\/€_p>)>
o If D =0:
Gy = —8—\/Z<ln(la+ﬂ+v|)—1+§—_&l”< “D)
o If p; = pi
G5 = ~Ln() - 1)
o If p; = 1y
Gy = —L(inr) -9
B.3 Computation of H;;
Hy = [ e

As computed in section (A.3), we have:

1

r(s)
So we can write:

1

Vs

o 2mr2(s)

Jﬁ«ﬁ

2T

((xi — a)nd + (y; — y{)n?)

((:rz- — )l + (y; — y?)ﬂ?) ds

‘ﬁ”@>42§5

ds
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Uos Y1 295+ g 1
ds = ——ds — — s
o r2(s) 0 2ya+ [Bs+ys? 0 2ya+ [Bs+ys?
1
- _[1_£IO
2y 2y

o If D <0: Iy and I; are well defined and we get:

H;; = _\2/_7?((1)—»1‘ —p_ij)'ﬁj> <%]1 - %Io)
= (g,

(5 (ma-+ 5+~ n(e)

— ’y\/ﬂ——D <a7‘ctcm ( %) — arctan <

7))

o If D=0:

D=0 = (p' —pi))ii; =0

So for any p; different from p; and p3, we have:

When p; is pi or p3, I; is undetermined but we assume that H;; = 0.
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Computation of integrals

1 1 1 2 1 2 2 3
]0:/ T s ]1:/ Mds I, = Mds
0 a+ Bs+ ys? 0 a+ [(Bs+ ys? 0 a+ [(Bs+ ys?
_q 2 _
=0 : 1+Z =0
N Ir;
D=0 pi’ Py’
D <0

Figure C.1: Map of cases depending on the position of p;

C.1 Computation of I

As we have shown, D < 0 so we distinguish two cases.

When D <0
4 ! 1
IO = 7 2d$
Pl (3%)
Change of variables:
2 2
A LA P B



C.1. Computation of I 55

; 4y /¢% V=D 1
0o — T a.
B

—dt
+2y 2"}/ 1 + t2

-D
/D
2 [arctan(1) 7D
= arctan
/_D BJr_QEs
2 [ y <ﬁ + 2%5‘)] 1
= arctan
V=D v =D 0

= \/% <arctan (ﬁ%\/_zg) — arctan <J%) )

This can be computed without any problem while D # 0. This case is treated in the next
section.

When D =0
Then we can write: 5
a+ fBs+ys? =y(s+ )2
2y
1
1
Iy = /73 st
o Y(s+3)
- ~[==l,
Y 3+% 0
B 1<1 1 )
- A\B 1.8
Y 2 1+Z
B 1
2)

Iy is well defined only if 3 # 0 and %7 +1# 0. And assuming D = 0, we have:

f=0c4day=0ca=0<|pi—p|l=0<p;,=p
(C.1)

Br1=0ep8=-2v & pippivs = il < 5 = 9

We will take to treat those specific cases differently.

Limited development of I

Numerically, if D is very close to 0, then we handle huge quantities in /; due to the factor
L To avoid a deterioration of precision, we choose to write a limited development of

e formula of I for D < 0 which is used only for values of D close to 0.

-l

t
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Using the Taylor series expansion of arctan (valid for any real = such that |z| < 1):

3 5 o0 (_1)ix2i+1
arctcm(x):x—g%—g—i----:;ﬁ (C.2)
and the trigonometric law:
1
Vo > 0, arctcm(;) + arctan(z) = g (C.3)
we get:
T o~ (1)
VI' > 1, arctcm(x) == 5 - Z W (C4)

1=

So for D close to 0 enough, we have ’?/ﬁ > 1 and \/ﬂ— > 1 then we can write:

\/%—D <arctan<ﬁ\/t_l;y> - arctan(\/ﬁ_D>) (C.5)

2 /T = (=1)i(y/=D)*t! N (—1)i(/=D)¥H!
< E:((); ) +§:( SV )(Q®

V=D\2 S 2+ 1)+ 27)22'*1 2 (2i 4 1)(8)%+1

< (C)GIDE S (C)(VD)
2< a Z (20 + 1)(5 + 2)2H! + — 22 + 1)( 21+1) (C.7)

(2
As v/—D is taken at the power 2¢ and 2¢ > 0 for each ¢ > 0, the computation is safe. In
the implementation, the summation is done until the 20* order.

Iy =

C.2 Computation of I;

Again, as D < 0 we distinguish two cases.

When D <0
/1 B+ 2ys
n o= | 222 g
0 a+f[3s+ys?

1
= |inlla+ Bs+7s%)|
= In(la+B+9|) —in(a)

The computation is safe while o # 0 and |a + 5+ | # 0.

e+ B+l=r*1) = i —pil*  sola+G+r]=0p5=p (C5)
a=r*0) = [lpi — pi? so =0 p; = pi

In these two cases, the points p;,p1 and p3 are on line so D = 0. The case D = 0 is treated

in the next section.
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When D =0

Then we can write:

a+63+732:v(5+2ﬁ)2
v

U B+ 2ys
0 V(s+ )7

- /O@ds

= [nllo+ ),

= ((fre ) - (55))
- zn<%+1))

I; is well defined only if 3 # 0 and %’ + 1 # 0. And assuming D = 0, we have:

f=084ay=0a=0%&|pi —p|l =0 p;=p
(C.9)

F+1=0s0=-2y & ppi-vips = el & 5 = p

We will take to treat those specific cases differently.
C.3 Computation of I

b Bs? + 2ys°

I, = —— ds
2 o -+ (Os+ys?
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Decomposition of the rationnal function:

Bs* + 2vs? 2035 + 2as 3s?
a+ s+ ys? a+ [Bs+ys2  a+ [Gs+ ys?
5 B3s? 208
= S — P
a+ Bs+ys? a4+ [fs+ ys?
6 f  PBs+a 2as
= 2s—2 42 -
v ooya+Bs+yst a+ s+ ys?
2 1 2
v v 2y a+ s + ys?
5(52 2) 1 af 1
_— _— a{ —_— _—
29\ vy a+Bs+ys2 v a+ fPs+s?
2_2 2 2 1
e e
¥ 292 a+fBs+yst oy v/ a4+ Bs+ys?
22 2 D 1
_ gy D P2 Gazys D 1 (C.10)
¥ 272 a+fs+vs2 292 a+ Bs+s?
So we have:
Bt B°—2ay SD
I = [2 —] n-2=
2 S 780—1- 272 1 220
22 D
_ G 2, D
gl 272 27?

I, and I are well defined when D < 0. When D = 0, they are well defined only if
8 # 0 and %’ + 1 # 0. Those cases are treated in the next two sections.

When p; = pi (special case of D =0)

In this case, « = 0 and # = 0 so we have:

1 3 1
2 1

= / 782 ds = / 2sds = [32} =1
o S 0 0

When p; = p; (special case of D =0)

In this case, # = —2v so we have:

1 2 3
-2 2
L - / vs8° + 2vs ds
o a+fs+ys?

1
s—1
= 2 s?——  —  ds
7/0 a+ s+ ys?
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Since D = 0 we can write :

g

a+ﬂs+vs2=v(s+g)2:v(s—1)2
so we get:
s—1
IQ = / 3— 1 ds
Decomposition of the rationnal function:
52 <3—1+ 1 )
= s
s—1 s—1 s-—1
n s
= s
s—1
- —1
Then we have:
! 1
IQ = 2/ 8+1+ dS
0 —1
s? l 1
[ re o)
5 +s+in(s—1) .
= 23 +)
- T\2



Appendix D

Analytical solutions

D.1 Cases with rotational symmetry

Working with cylindrical coordinates of center O (the center of the disc), the initial
equation Au = 0 applied to a disc of radius R becomes:

Pu(r,0)  10u(r,0) 1 u(r6)

V’f‘ E]O,R],V@E [0,271'], W‘i‘r ar 7‘2 862 —0
Here, the symmetry of the problem brings u(r, ) = u(r). So we get:
Ou(r)  10u(r)
Vr E]O, R], Or2 + ; or =0
Writing v(r) = % and v'(r) = 821;(;), we have to solve:
1
vr €]0, R}, v'(r) + ;v(r) =0 (D.1)

Let us remark that v, (r) = 2 with o constant, is a particular solution of eq.(D.1). Now,

let suppose that there exists another solution v;. We introduce f such that vy(r) = f(r)<.
We compute its derivative:
el Bl () = =5l + L) (D-2)
and then we get:
1
Vr €]0, R, vy (1) + ;’Ug(?") =0 (D.3)
a a a
SO+ L)+ ) = 0 (D4
Zfr) = 0 (D.5)
fi(r) =0 (D.6)
(D.7)
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So f needs to be constant. So when a describes R, v(r) = ¢ describes all the solutions
of eq.(D.1). By integrating, we obtain all the solutions u:

Vr €]0, R], u(r) = aln(r) + 6 (D.8)

D.1.1 Analytical solution for a disc
Uo

Figure D.1: Boundary conditions on a disc

As u is continuous on the domain € and r — [n(r) is not bounded in the neighboorhood
of r = 0, we necessarily get « = 0. So u has to be constant on the whole domain. Then,
given the boundary condition u(R) = ug, we deduce:

Vx €, u(x) = ug (D.9)

D.1.2 Analytical solution for a crown

Figure D.2: Boundary conditions on a crown

As there is the same symmetry, we get eq.(D.8) again. This time, the center point
does not belong to the domain so « is not necessarily zero. The two constants a and 3
are fixed by the boundary conditions.

Dirichlet boundary conditions only

Considering that we have to satisfy:

u(ry) = a and u(ry) = b (D.10)
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we can compute o and [:

e B T e oy D
Mixed boundary conditions
Considering that we have to satisfy:
u(ry) =a and  v(ry) =0 (D.12)
we can compute « and [:
a=bry and [ =a—aln(r,) = a— bryln(r,) (D.13)
So we get:
u(r) = brﬂn(g) +a (D.14)

a

D.2 Cases equivalent to a 1D problem

In this section, we study the case of a rectangle to which we impose boundary conditions
such that on two opposite sides, the normal flux is zero and on the two other sides, the
field is given. This way, the field is invariant in one direction (let say €, like in fig.(D.3))
and the problem is equivalent to a 1D case meaning u = wu(z). This yields:

9%u N 9%u N 9%u B 0%u

A p—
4T o oy? 022  Ox?
u(0) =a Q u(l)="»5
I -+ T
0 [

Figure D.3: Boundary conditions on a rectangle

Then the initial equation Au = 0 applied to this rectangle becomes:

2
vz € [0, 1], % ~0
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So the solution field is written:

u(z) =ax+ 0 and v(x) =« where { f=a (D.15)
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