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Abstract
Investigation of interfacial phase change phenomena has been a subject of keen interest

due to the complexities involved in the evaporation and condensation processes. There-

fore, a numerical model based on the Volume of Fluid (VOF) method has been developed

in OpenFOAM software package. This model is capable of simulating evaporation and

condensation phenomena at a liquid-vapor interface subjected to non-isothemal boundary

conditions. This is part of the study to simulate the phase change phenomena in Hy-

droFluoroEther (HFE-7000) as observed in the Sounding Rocket Compere Experiment

2 (SOURCE 2). SOURCE 2 focuses on the investigation of behaviour of propellants for

future cryogenic space missions. The phase change model is first applied to a benchmark

evaporation model. The numerical results are in well agreement with theoretical results.

Finally, the model was verified on the sounding rocket experiment (SOURCE 2) and a

satisfactory comparison of results was obtained.

Keywords: Interfacial Phase Change, Multiphase Flow, Evaporation, Condensation,

Numerical Modelling, OpenFOAM, Computational Fluid Dynamics

Kurzfassung

Die Untersuchung des Phänomens der Phasenänderung ist wegen der Komplexität von

Verdampfungs- und Kondensationsprozessen vom großen Interesse. Dafür wurde ein num-

merisches Volume of Fluid (VOF) Modell in der OpenFOAM Software Umgebung en-

twickelt. Mit diesem Modell ist es möglich, die Phänomene der Verdampfung und Kon-

densation an der Phasengrenze mit nicht-isothermen Randbedingungen zu simulieren.

Ein Teil dieser Arbeit fließt in die Simulation der Phasennderung des HydroFluoroEther

(HFE-7000) ein, welche im Sounding Rocket Compere Experiment 2 (SOURCE 2) beobac-

htet wurde. SOURCE 2 konzentriert sich auf die Untersuchung des Verhaltens von Treib-

stoffen für zukünftige kryogene Raumfahrtmissionen. Das Phasenänderungsmodell wurde

vorerst an einem Verdampfungsmodell bewertet. Die nummerischen Ergebnisse stimmen

sehr gut mit den theoretischen Ergebnissen überein. Am Ende der Arbeit wurde das

Modell mit SOURCE 2 verifiziert und ein zufriedenstellender Vergleich der Ergebnisse

erreicht.

Schlagwärter: Phasenänderung, Mehrphasenströmung, Verdampfung, Kondensation,

nummerisches Modellierung, Computational Fluid Dynamics (CFD)
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Chapter 1

Introduction

1.1 Background and Motivation

Study of the phase change phenomena is of prime importance in many industrial applica-

tions, including aerospace industry, mainly due to the complexities involved in the phase

change process. The applications in space where microgravity conditions prevail, the

study becomes even more vital and has revealed some fascinating experimental results.

The knowledge and application of intelligent propellant management technologies is one of

the key competences for successful design and the realization of future advanced cryogenic

upper stage systems. This is necessary to meet the future market demands concerning

more mission flexibility like multiple restart options and long duration missions with

intermediate long ballistic flight phases. Some of the characteristics desirable in future

propellant system includes:

• a continuous, gaseous free supply of the propellant during the complete mission.

• minimize the propellant loss due to evaporation.

• avoid propellant loss during venting process.

• avoid critical sloshing phenomena.

• avoid critical pressure variations arising due to heat and mass transfer.

1
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1.2 Multiphase Flows

In multiphase flows, the phases are separated by interfaces which are subjected to defor-

mation during the flow. The interface is a very thin layer, which separates the two phases

and has properties which are distinct from the bulk phases. Determination of the varia-

tion of properties across the interface poses the greatest challenge to model multiphase

flows.

In numerical analysis, modelling of the interface can be either done by a sharp or a

smeared interface. In case of a sharp interface, a jump in properties would occur as we

move from one phase to the other. However, for a smeared interface, which typically

covers a few grid cells, a continuous transition in properties is experienced across the

interface. Both methods have their share of advantages and disadvantages.

Generally, in CFD it is not practical to achieve an interface thickness of the orders of

10−9, thereby resulting in the smearing of the interface over a few grid cells in the vicinity

of the expected interface location.

1.2.1 Interfacial Phase Change Phenomena

Investigation of the interfacial evaporation and condensation has long been a prime sub-

ject of empirical study purely because of the complexities involved in the phase change

phenomena. However, after a century long research to fully understand it, no funda-

mental method has been widely accepted. The problem is commonly associated to the

definition of properties at the liquid-vapor interface.

The three methods used for studying it are through Continuum Mechanics, Kinetic The-

ory of Gases (KTG) and Statistical Rate Theory [1]. The more recent Statistical Rate

Theory method has shown promise, however the KTG has been widely used as the method

to study interfacial phase change phenomena.

The earliest experimental investigation can be dated back to the late 19th century when

Hertz investigated the phase change rate for Mercury. He came to the conclusion that for
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every specie, there exists a maximum rate of phase change which depends on the tem-

perature of the surface and the properties of the specie. Since then several experiments

were carried out which consistently showed that the observed rate was significantly less

than the maximum phase change rate. This led to the introduction of the term ’accom-

modation coefficient’ by Knudsen, to account for the deviation between the maximum

and observed phase change rates. The result was the famous Hertz-Knudsen equation to

determine the net rate of phase change. Further modifications, discussed in Chapter 4,

were done resulting in the Hertz-Knudsen-Schrage equation.

The study carried out by Zhang and Wang [2] focuses on the development of a modified

thermodynamic interfacial phase change expression of a liquid under the effects of capil-

larity. A critical analysis has been carried out on the previous phase change models by

mentioning their limitations. The confusions over the use of a correct phase change model

has been attributed to the negligence between saturated and practical vapor pressure in

thermodynamic non-equilibrium. The study shows that the concave liquid surface will

increase vaporization and a convex liquid surface will promote condensation.

1.2.2 Interface Capturing Methods

Several numerical methods are available in literature to track interfaces. The research

paper by Wörner [3] provides a detailed insight on the numerical methods and models

for interface capturing in multiphase flows.

Interface tracking methods can broadly be divided into three categories, namely [4] [5]

1. Surface Tracking Methods

2. Volume Tracking Methods

3. Moving Mesh Methods

Of all these methods the Level Set Method (LSM), a sub-category of Surface Tracking

Methods, and the Volume of Fluid Method (VOF), a sub-category of Volume Tracking

Methods, have been the more popular ones. Both have their share of advantages and

disadvantages, however the VOF method has been widely used in recent past.
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Surface Tracking Methods

Initial developments in Surface Tracking Methods can be dated back to 1969, when Daly

[5] presented a method to track the interface by a set of marker particles. The position of

these markers during the multiphase flow was tracked which was used to determine the

interface. Later in 1973, Hirt and Nichols [6] extended the idea based on height functions.

However more lately in 1988, Osher and Sethian [7] introduced the more popular LSM

which utilizes a distance function of the numerical cell to the interface. It works on the

Eulerian approach.

Volume Tracking Methods

Early developments in Marker and Cell Method (MAC) can be dated back to 1965, when

Harlow and Welch [8] introduced this concept based on marker particles spread over

the entire fluid domain. In this method, the interface is marked by weightless particles

which are transported convectively by the velocity. Cells with no marker particles are

considered empty while those with marker particles are considered to be occupied by

fluid. In between these two types of cells lies the interface. Later, the idea was extended

to track the interface based on phase fractions in the VOF method which is discussed in

detail below.

VOF Method:

The Volume of Fluid Method (VOF) is a numerical technique based on Eulerian approach

to track and locate free surface in a two phase flow. It was first reported by Hirt and

Nichols in 1975 and later more completely by them in 1981 [9]. It was shown that this

method was more efficient and flexible than the other methods.

The principle behind the working of VOF method is the definition of a phase fraction

field (α), which has a value between ’1’ and ’0’. The value of unity corresponds to any

point occupied by Fluid ’A’ and zero otherwise. The average value of α in a cell would

indicate the fractional volume of the cell occupied by the liquid. In the VOF method,
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the sum of the fractional volumes for all ’n’ phases is equal to unity.

n∑
a=1

(
Va
Vt

)
= 1 (1.1)

Therefore, a cell with an average value of α = 1 implies that it is completely occupied

by Fluid A. Similarly, a cell with an average value of α = 0 suggests that Fluid A is not

present there. If any cell has an average value between unity and zero, it means that an

interface exists in that region. This is illustrated in the Figure 1.1.

Figure 1.1: Volume of Fluid approach

Problems are encountered near the interface where there is a jump in the fluid proper-

ties. Therefore correct relations in the interface for fluid properties are vital for accurate

modelling. It is one of the most widely used methods and is the one chosen for carrying

out the two-phase flow simulations in the present study.
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1.3 OpenFOAM

OpenFOAM (Open Source Field Operation and Manipulation) is an open source software

package written in C++ for the solution of Continuum Mechanics problems based on

Finite Volume Method (FVM), in particularly CFD. Continuum Mechanics is a branch

of mechanics concerned with the stresses in solids, liquids and gases along with their flow

and deformation. It’s initial development can be dated back to late 1980s at Imperial

College, London. Mr. Hrvoje Jasak and Mr. Henry Weller are the two most important

personalities associated with the development of OpenFOAM.

The PhD thesis of H. Jasak [10], provides a detailed insight into the working of the Finite

Volume Method associated with OpenFOAM. Quite a few changes have taken place since

then but the basic foundations remain the same.

Later the study carried out by Weller et al. [11] aimed at the development of an object

oriented computational continuum mechanics code. The approach presented in this paper

has led to the creation of a C++ class library which makes it possible to implement

complicated mathematical and physical models. The top level syntax of the code closely

resembles the standard vector and tensor notation. The object oriented programming

methodology allows the production of a code that is easier to write, validate and maintain

than conventional procedural codes such as in Fortran. Object oriented techniques such

as abstraction, inheritance, polymorphism and operator overloading have been effectively

utilized in the creation of the code which is able to solve incompressible, compressible,

multiphase and free surface flows together with turbulence modelling.

A study to evaluate the interface capturing algorithm by Raees et.al [12] discusses the

advantages of a Mass Conserving Level Set Method (MCLSM) which combines the effi-

ciency of a Level Set Method and the mass conserving properties of the Volume of Fluid

method. The interface capturing algorithm implemented in OpenFOAM has been eval-

uated for incompressible and immiscible two phase simulations. It is concluded that the

non conventional compressive scheme approach which is implemented in OpenFOAM,

greatly reduces computation time as geometric reconstruction is not implemented. It is

also found that highly accurate results will be predicted by OpenFOAM for the interface

position if very fine meshes are used.
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1.4 General Remarks

Some remarks regarding the thesis are mentioned below:

• All terms exclusive to OpenFOAM are written in italics throughout the document.

• All properties are expressed in SI units specified in the ’Nomenclature’ unless oth-

erwise stated.

• Vectors and Tensors are represented by bold characters.

• All simulations concerning this thesis were run on OpenFOAM version 2.1.1.



Chapter 2

Governing Equations

In order to define the governing equations for multiphase flow of this kind we need to

consider a control volume at the liquid-vapor interface. This is shown in Figure 2.1.

Conservation of an arbitrary quantity ’b’ in the control volume can be represented as:

Figure 2.1: Control volume at liquid-vapor interface

d

dt

∫
V (t)

b dV =

∫
S(t)

−Φ · ns dS +

∫
V (t)

Ψ dV (2.1)

The term on the LHS of the equation is the time rate of change of quantity ’b’ inside

the control volume ’V’. The terms on the RHS represent the net inflow of quantity ’b’

through all of the surfaces ’S’ of the control volume and the net production rate inside the

control volume. By considering that the control volume is fixed in time we can represent

the flux density of ’b’ as:

Φ = bU + F (2.2)

8
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where ’U ’ is the fluid velocity and ’F ’ are the diffusive fluxes. By inserting in Eq (2.1)

we obtain:

d

dt

∫
V (t)

b dV =

∫
S(t)

−(bU + F ) · ns dS +

∫
V (t)

Ψ dV (2.3)

Applying the Divergence Theorem results in:

d

dt

∫
V (t)

b dV =

∫
V (t)

[−∇ · (bU)−∇ · F + Ψ ] dV (2.4)

Now we can convert it to a partial differential equation.

∂b

∂t
+∇ · (bU + F ) = Ψ (2.5)

∂b

∂t
+U · ∇b+ b∇ ·U +∇ · F = Ψ (2.6)

Eq (2.6) represents a partial differential form for the conservation of any quantity ’b’

inside a control volume. It will be used now to define the governing equations involved

to simulate a non isothermal, multiphase flow needed for the development of the desired

phase change solver. The governing equations are stated in this chapter and a suitable

form to be implemented in OpenFOAM is presented.

2.1 Phase Transport Equations

The phase transport equations for the liquid and vapor phases can be expressed respec-

tively as follows:
∂(ρlαl)

∂t
+∇ · (ρlαlUl) = ṁ (2.7)

∂(ρvαv)

∂t
+∇ · (ρvαvUv) = −ṁ (2.8)

On the LHS of the equations we have the temporal derivative and the convective term.

Net source term is included on the RHS where ṁ = ṁc− ṁe. Phase transport equations

do not include any diffusion term since the transport of volume fractions is only governed

by the velocity. For conciseness, the two phase equations will be written as a single

equation where the subscript ’i’ denotes the phase.
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∂(ρiαi)

∂t
+∇ · (ρiαiUi) = ±ṁ (2.9)

It should be noted that in multiphase flows involving ’n’ phases, ’n-1’ phase transport

equations are needed to completely solve for the phase distribution in the system. Since

in this study two phases are involved, a single phase transport equation is sufficient. The

model for determining the net rate of mass transfer will be discussed in detail in Chapter

3.

The implementation of the phase transport equation (liquid phase) already implemented

in OpenFOAM is as following:

∂αl
∂t

+∇ · (αlU) +∇ · (αlαvUr) =
ṁc + ṁe

ρl
(2.10)

It involves an addition of an extra artificial compression term to perform the compression

of the interface. Here Ur = Ul − Uv is the field necessary to compress the interface.

This term is only active in the interface region due to the presence of ’αlαv’ term. The

magnitude of this artificial velocity Ur is governed by the compression factor cAlpha

which is defined in the fvSolution file in the system directory of the OpenFOAM case

file. A cAlpha value of ’0’ indicates no compression of the interface, whereas a value of

’1’ indicates conservative compression. Enhanced compression can also be achieved by

defining a value greater than ’1’, however it is not recommended.

The starting point is the consideration of the velocity of the mixture as a weighted average.

U = αlUl + αvUv (2.11)

Starting from the general phase transport, Eq (2.9) we get:

αi
∂ρi
∂t

+ ρi
∂αi
∂t

+∇ · (ρiαiUi) = ±ṁ (2.12)

The convection term can be expanded according to Eq (F.3) in Appendix (F) with a = ρi,

b = 1, c = αi and V = Ui.

∇ · (ρiαiUi) = ρi(∇ · (αiUi)) + αi(Ui · ∇ρi) (2.13)
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Inserting Eq (2.13) in Eq (2.12) we obtain:

αi
∂ρi
∂t

+ ρi
∂αi
∂t

+ ρi[∇·(αiUi)] + αi(Ui · ∇ρi) = ±ṁ (2.14)

ρi

[
∂αi
∂t

+∇ · (αiUi)

]
= −αi

[
∂ρi
∂t

+Ui · ∇ρi
]
± ṁ (2.15)

∂αi
∂t

+∇ · (αiUi) = −αi
ρi

[
Dρi
Dt

]
± ṁ

ρi
(2.16)

For conciseness we will write the above equation as:

∂αi
∂t

+∇ · (αiUi) = −αiρ̇i
ρi
± ṁ

ρi
(2.17)

From the above equation, liquid and vapor phase transport equations can be written as

follows respectively.
∂αl
∂t

+∇ · (αlUl) = −αlρ̇l
ρl

+
ṁ

ρl
(2.18)

∂αv
∂t

+∇ · (αvUv) = −αvρ̇v
ρv
− ṁ

ρv
(2.19)

Adding both the transport equations, Eq (2.18) & Eq (2.19), and utilizing Eq (2.11) leads

to:

∂(αl + αv)

∂t
+∇ · (U − αvUv) +∇ · (αvUv) = −αlρ̇l

ρl
− αvρ̇v

ρv
+ ṁ

[
1

ρl
− 1

ρv

]
(2.20)

Finally we get the expression for divergence of the velocity field which is the term associ-

ated with the dilation of fluid particles. For incompressible flows, we know that this term

is zero.

∇ ·U = −αlρ̇l
ρl
− αvρ̇v

ρv
+ ṁ

[
1

ρl
− 1

ρv

]
(2.21)

Now we consider Eq (2.18). Adding and subtracting ∇ · (αlU) on the LHS and utilizing

Eq (2.11) leads to:
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∂αl
∂t

+∇ · (αlU ) +∇ · (αlUl)−∇ · (αlU) = −αlρ̇l
ρl

+
ṁ

ρl
∂αl
∂t

+∇ · (αlU) +∇ · (αlUl)−∇ · [αl(αlUl + αvUv)] = −αlρ̇l
ρl

+
ṁ

ρl
∂αl
∂t

+∇ · (αlU) +∇ · [αlUl(1− αl)]−∇ · [αlαvUv] = −αlρ̇l
ρl

+
ṁ

ρl
∂αl
∂t

+∇ · (αlU) +∇ · (αlαv(Ul −Uv)) = −αlρ̇l
ρl

+
ṁ

ρl

(2.22)

So the modified liquid phase transport equation can now be written as:

∂αl
∂t

+∇ · (αlU) +∇ · (αlαvUr) = −αlρ̇l
ρl

+
ṁ

ρl
(2.23)

Taking Eq (2.18) and adding and subtracting αl(∇ · U) to the RHS of the equation we

get:

∂αl
∂t

+∇ · (αlUl) = −αlρ̇l
ρl

+ αl(∇ ·U)− αl(∇ ·U) +
ṁ

ρl
(2.24)

Substituting the expression for divergence of velocity, Eq (2.21), we obtain:

∂αl
∂t

+∇ · (αlUl) = −αlρ̇l
ρl

+ αl[∇ · (U)] +
α2
l ρ̇l
ρl

+
αvαlρ̇v
ρv

− ṁαl
[

1

ρl
− 1

ρv

]
+
ṁ

ρl
∂αl
∂t

+∇ · (αlUl) = −αlρ̇l
ρl

(1− αl) + αl[∇ · (U)] +
αvαlρ̇v
ρv

+ ṁ

[
1

ρl
− αl

(
1

ρl
− 1

ρv

)]
∂αl
∂t

+∇ · (αlUl) = −αlαvρ̇l
ρl

+
αvαlρ̇v
ρv

+ αl[∇ · (U)]

+ ṁ

[
1

ρl
− αl

(
1

ρl
− 1

ρv

)]
∂αl
∂t

+∇ · (αlUl) = αlαv

[
ρ̇v
ρv
− ρ̇l
ρl

]
+ αl[∇ · (U)]

+ ṁ

[
1

ρl
− αl

(
1

ρl
− 1

ρv

)]

(2.25)

So we arrive at an expression for solving the liquid phase transport equation in Open-

FOAM.

∂αl
∂t

+∇ · (αlUl) = αlαv

[
ρ̇v
ρv
− ρ̇l
ρl

]
+ αl[∇ · (U)] + ṁ

[
1

ρl
− αl

(
1

ρl
− 1

ρv

)]
(2.26)
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In OpenFOAM, the phase transport equation for the liquid phase is solved by the ’Multi

Dimensional Universal Limiter with Explicit Solution’ (MULES) to ensure boundedness

of the liquid phase fraction. MULES is developed by Mr. Henry Weller and the method

is not documented anywhere. Firstly the fluxes of the volume fraction are predicted from

the velocity field and then an iterative correction is performed. This correction is done by

limiting the phase fraction locally if it drops below zero or gets above unity in a specific

cell.

2.2 Conservation of Mass

We can arrive at the expression for the conservation of mass for the whole system by

replacing ’b’ in (2.5) with ρ. We also consider that there are no diffusive fluxes for the

transport of density (F = 0). This can be expressed as:

∂ρ

∂t
+∇ · (ρU) = 0 (2.27)

The non conservative form can be written as:

∂ρ

∂t
+U · ∇ρ+ ρ∇ ·U = 0 (2.28)

So the divergence of velocity can be written as:

∇ ·U = −1

ρ

[
∂ρ

∂t
+U · ∇ρ

]
(2.29)

∇ ·U = −1

ρ

[
Dρ

Dt

]
= − ρ̇

ρ
(2.30)

2.3 Conservation of Linear Momentum

The conservation of linear momentum, also known as the Navier Stokes Equation, for any

fluid can be expressed as:

∂ρU

∂t
+∇ · (ρUU ) = ρg +∇ · σ + σκ∇α (2.31)

The curvature κ is defined as:
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κ = −∇ · ∇C
|∇C|

(2.32)

Due to the smoothing of the ∇α field, the effects of the surface tension are only applied

to the interface region which is spread over a few cells. Since, our problem deals with

microgravity, consideration of surface tension is the driving force for fluid motion [13].

A Newtonian fluid model is based on the following assumptions:

1. Shear stress is proportional to the rate of shearing strain.

2. Shear stress is ’0’ when the rate of shearing strain is ’0’.

3. Stress to rate of strain relation is isotropic (no preferred direction in the fluid).

For a Newtonian Fluid we know that

σ = −pmI + µ[∇U + (∇U )T ] + λ(∇ ·U)I (2.33)

Assuming λ = −2
3
µ we get:

σ = −pmI + µ[∇U + (∇U)T ]− 2µ

3
(∇ ·U)I (2.34)

The mechanical pressure can be expressed in terms of the thermodynamic pressure and

the bulk viscosity as follows:

pm = p− λ(∇ ·U) (2.35)

Inserting Eq (2.35) in Eq (2.34) we get:

σ = −pI + µ[∇U + (∇U)T ] +

[
2µ

3
+ λ

]
(∇ ·U)I (2.36)

In most cases, the last term in the above equation can be neglected.

Substituting Eq (2.33) in the Eq (2.31) we obtain the Navier Stokes Equation for a

Newtonian Fluid.

∂ρU

∂t
+∇ · (ρUU ) = ρg +∇ ·

[
−pI + µ

(
∇U +∇UT

)]
+ σκ∇α

= −∇p+ ρg +∇ ·
[
µ
(
∇U +∇UT

)]
+ σκ∇α

(2.37)

Pressure can also be written as:

p = p− ρ(g · h) + ρ(g · h) (2.38)

p = p rgh+ ρ(g · h) (2.39)
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where p rgh is the total pressure excluding the hydrostatic pressure. It is the variable

which is solved for in OpenFOAM solvers.

An expression for the gradient of pressure can be derived as follows:

∇p = ∇p rgh+∇(ρg · h) (2.40)

∇p = ∇p rgh+ ρg + g · h∇ρ (2.41)

Substituting in Eq (2.37), we obtain the Navier Stokes Equation:

∂ρU

∂t
+∇ · (ρUU ) = −∇p rgh− g · h∇ρ+∇ ·

[
µ
(
∇U +∇UT

)]
+ σκ∇α (2.42)

2.4 Conservation of Energy

The conservation of energy for the whole system can be expressed as:

∂(ρe)

∂t
+∇ · (ρeU) = ∇ · (σ ·U)−∇ · q (2.43)

Since the motion in the problem being studied is fairly low, the viscous dissipation term

can be neglected in the energy equation.

It is generally considered that thermal equilibrium prevails over the interface, thereby

giving rise to a continuous temperature field. A thermal non-equilibrium can only exist

in cases of extreme transient cases. It is therefore practical to assume a continuous

temperature distribution as we move from one phase to the other [14].

The energy equations for the liquid and vapor phases respectively can be expressed in

terms of the energy density as follows:

∂(αlρlel)

∂t
+∇ · (αlρlelU) = ∇ · (kl∇T ) + ṁel (2.44)

∂(αvρvev)

∂t
+∇ · (αvρvevU) = ∇ · (kv∇T )− ṁev (2.45)

They include the source term on the extreme right which deals with the amount of energy

associated with one of the phases when phase change takes place. The above equations
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can be combined as follows:

∂(αiρiei)

∂t
+∇ · (αiρieiU) = ∇ · (ki∇T )± ṁei (2.46)

The specific energy comprises of the specific internal energy and the specific kinetic en-

ergy:

e = eu + ek (2.47)

In this analysis we are going to neglect the effects of kinetic energy as the motion of the

fluids is minimal.

e ≈ eu (2.48)

The specific internal energy can be expressed in terms of the specific enthalpy and the

latent heat of vaporization:

e = eu = h− p

ρ
+∆Hv (2.49)

Substituting the expression of specific energy for phase ’i’ in Eq (2.46) we get:

∂(αiρihi)

∂t
+∇ · (αiρihiU) =

[
∂(αip)

∂t
+∇ · (αipU )

]
+ ki∇2T

± ṁ(hi +∆Hv)∓ ṁ
[
p

ρi

]
∂(αiρicpiT )

∂t
+∇ · (αiρicpiTU) =

[
∂(αip)

∂t
+∇ · (αipU )

]
+ ki∇2T

± ṁ(cpiT +∆Hv)∓ ṁ
[
p

ρi

]
1

ρi

[
∂(αiρiT )

∂t
+∇ · (αiρiTU)

]
=

1

ρicpi

[
∂(αip)

∂t
+∇ · (αipU)

]
+

ki
ρicpi

(∇2T )

± ṁ

ρi

[
T +

∆Hv

cpi

]
∓ ṁ

[
p

ρ2i cpi

]

(2.50)
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Expansion of the temporal derivative according to Eq (F.5) and the convection term

according to Eq (F.3) in Appendix (F) yields:

αi

[
∂T

∂t
+∇ · (TU)

]
= −αiT

ρi

[
∂ρi
∂t

+ (U · ∇ρi)
]
− T

[
∂αi
∂t

+ (U · ∇αi)
]

+
αi
ρicpi

[
∂p

∂t
+U · ∇p

]
+

p

ρicpi

[
∂αi
∂t

+U · ∇αi
]

+
αi
ρicpi

[p(∇ ·U)] +
ki
ρicpi

(
∇2T

)
± ṁ

ρi

[
T +

∆Hv

cpi

]
∓ ṁ

[
p

ρ2i cpi

]
(2.51)

Recognizing the material derivatives in the above equation, the modified phase energy

equation can be written as follows:

αi

[
∂T

∂t
+∇ · (TU)

]
= T

[
−αiρ̇l

ρi
± ṁ

ρi

]
− T α̇i +

pα̇i
ρicpi

+
αi
ρicpi

[ṗ+ p(∇ ·U)]

+
ki
ρicpi

(
∇2T

)
± ṁ∆Hv

ρicpi
∓ ṁ

[
p

ρ2i cpi

] (2.52)

Adding the modified energy transport equations for liquid and vapor phase, Eq (2.52) we

get:

(αl + αv)

[
∂T

∂t
+∇ · (TU)

]
= T

[
−αlρ̇l

ρl
− αvρ̇v

ρv
+ ṁ

(
1

ρl
− 1

ρv

)]
− T (α̇l + α̇v)

+
pα̇l
ρlcpl

+
pα̇v
ρvcpv

+

[
αl
ρlcpl

+
αv
ρvcpv

]
[ṗ+ p(∇ ·U)]

+
kl
ρlcpl

(
∇2T

)
+

kv
ρvcpv

(
∇2T

)
+ ṁ∆Hv

[
1

ρlcpl
− 1

ρvcpv

]
+ ṁp

[
1

ρ2vcpv
− 1

ρ2l cpl

]
(2.53)

We also know that:

αl + αv = 1

Dαl
Dt

+
Dαv
Dt

= 0
(2.54)
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Utilizing the above expressions and the divergence of velocity Eq (2.21), we arrive at the

energy equation for the mixture.[
∂T

∂t
+∇ · (TU)

]
− T [∇ ·U ] =

pα̇l
ρlcpl

+
pα̇v
ρvcpv

+

[
αl
ρlcpl

+
αv
ρvcpv

]
[ṗ+ p(∇ ·U)]

+
kl
ρlcpl

(
∇2T

)
+

kv
ρvcpv

(
∇2T

)
+ ṁ∆Hv

[
1

ρlcpl
− 1

ρvcpv

]
+ ṁp

[
1

ρ2vcpv
− 1

ρ2l cpl

] (2.55)

2.5 Two Phase Properties

Since the model comprises of two different phases, there is a jump in properties as we

move from one phase to the other. In numerical simulations, this jump needs to be

modelled carefully over the interface which is spread over a few grid cells. The variation

of properties in the two phase model are described and presented below:

ρ = αvρv + αlρl (2.56)

µ = αvµv + αlµl (2.57)

cp = αvcpv + αlcpl (2.58)

k =
kvkl

kvαl + klαv
(2.59)

Some authors have used harmonic interpolation for the calculation of dynamic viscosity

in the interface [3]. It should be noted that the above mentioned equations are valid for

the whole domain. In the liquid phase region we have αv = 0 and in the vapor phase we

have αl = 0.



Chapter 3

Interfacial Phase Change Phenomena

3.1 Mathematical Model

Evaporation and condensation processes make up the interfacial phase change model.

The phenomena is shown in Figure 3.1.

Figure 3.1: Evaporation and condensation process

The figure shows that the vapor molecules which strike the interface either enter the liquid

phase by getting condensed or get reflected back into the vapor phase. On the other hand,

when the liquid molecules strike the interface, some of them enter the vapor phase by

evaporating and the rest get reflected back into the liquid phase. This is summarized in

the equations below:

ṁv = ṁc + ṁvr

ṁl = ṁe + ṁlr

(3.1)

19
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The contributions made by Hertz and Knudsen to use the kinetic theory of gases have

been vital to understand the evaporation and condensation phenomena [15]. The rate

of evaporation and condensation can be described through the Kinetic Theory of Gases.

According to it the rate of evaporation depends on the liquid pressure and temperature.

Similarly the rate of condensation depends on vapor pressure and temperature. They

proposed that the evaporation from the liquid surface of the Knudsen layer takes place

according to a half range Maxwellian distribution. The Hertz-Knudsen equation can be

stated as:

ṁ =

√
M

2πRu

[
Cc

(
Pv√
Tv

)
− Ce

(
Psat(Tl)√

Tl

)]
(3.2)

In this formula, the accommodation coefficients for evaporation and condensation have

been introduced. The accommodation coefficient for evaporation (Ce) represents the

fraction of liquid molecules which get converted to vapor upon striking the liquid-vapor

interface. Similarly, the accommodation coefficient for condensation (Cc) refers to the

fraction of vapor molecules which get condensed upon striking the liquid-vapor interface.

On the other hand, this relation proposed had a shortcoming that it did not account for

the flow velocity which results due to the phase change on either side of the interface.

Another relation was proposed by Schrage [16] where the effect of the bulk vapor velocity

was taken into account. For this purpose a surface Si immediately adjacent to the inter-

face, in the vapor region was considered. So when the gas moves normal to this planar

surface with a speed of w0, the flux of molecules passing through it in the direction of the

bulk motion can be given as:

j+ = Γ (a)

√
M

2πRuT

(
P

m

)
(3.3)

Similarly if molecules move in the direction opposite to that of the bulk motion then:

j− = Γ (−a)

√
M

2πRuT

(
P

m

)
(3.4)

where Γ is the distribution factor which corrects the effects of bulk gas motion and is

given by the following relations:

Γ (a) = ea
2

+ aπ1/2[1 + erf(a)] (3.5)

Γ (−a) = ea
2 − aπ1/2[1 + erf(a)] (3.6)
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and a is defined as:

a = w0

√
M

2RuTv
(3.7)

Since the surface Si is an infinitesimally small distance from the phase interface, it can

be safely said that there is no bulk motion effect on molecules emerging from the liquid

and passing through the surface.

After some calculations, the following expression for net mass flux rate through a liquid

vapor interface is given by [16]:

ṁ =

√
M

2πRu

[
Cc

(
Γpv√
Tv

)
− Ce

(
pl√
Tl

)]
(3.8)

The heat flux across the interface can be found by the product of net mass flux and the

enthalpy of vaporization.

qi = ∆Hv

√
M

2πRu

[
Cc

(
Γpv√
Tv

)
− Ce

(
pl√
Tl

)]
(3.9)

Since the rate of phase change is governed by the heat flux across the interface, the bulk

velocity of the vapor is given by:

w0 =
qi

ρv∆Hv

(3.10)

So a can be expanded to:

a =
qi

ρv∆Hv

√
M

2RuTv
(3.11)

In most cases this velocity is going to be extremely small and approximately equal to

zero. In the case of lim
a→0

we can make the following approximations:

ea ≈ 0

erf(a) ≈ 0
(3.12)

So by utilizing assumptions (3.12) and Eq (3.11) the distribution factor can safely be

assumed as follows:

Γ = 1 + aπ1/2 (3.13)

Γ = 1 +
qi

ρv∆Hv

√
Mπ

2RuTv
(3.14)
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By expanding Eq (3.8) we get:

ṁ =

√
M

2πRu

[(
1 +

qi
ρv∆Hv

√
Mπ

2RuTv

)
Ccpv√
Tv
− Cepl√

Tl

]

ṁ =

√
M

2πRu

[
Ccpv√
Tv

+
Ccqi
∆Hv

√
Mπ

2Ru

(
pv
ρvTv

)
− Cepl√

Tl

]

ṁ =

√
M

2πRu

[
Ccpv√
Tv

+
Ccqi
∆Hv

√
Mπ

2Ru

(
Ru

M

)
− Cepl√

Tl

]

ṁ =

√
M

2πRu

[
Ccpv√
Tv

+
Ccqi
∆Hv

√
Ruπ

2M
− Cepl√

Tl

]
(3.15)

It should be noted that the 2nd term inside the square brackets from the previous equation

is generally very small. This is due to the division by the enthalpy of vaporization and is

therefore is frequently neglected in numerical analysis.

If the liquid and vapor phases are assumed to be in equilibrium, only then the accommo-

dation coefficients for evaporation and condensation can be considered equal. This gives

rise to equal rates of condensation and evaporation resulting in no net mass transfer. By

assuming Cc = Ce = C we obtain:

ṁ = C

√
M

2πRu

[
pv√
Tv

+
qi

∆Hv

√
Ruπ

2M
− pl√

Tl

]

ṁ = C

√
M

2πRu

[
pv√
Tv
− pl√

Tl

]
+

Cqi
∆Hv

√
Ruπ

2M

√
M

2πRu

ṁ = C

√
M

2πRu

[
pv√
Tv
− pl√

Tl

]
+
C

2

(
qi

∆Hv

)
ṁ−

(
C

2

)
ṁ = C

√
M

2πRu

[
pv√
Tv
− pl√

Tl

]
ṁ =

2C

2− C

√
M

2πRu

[
pv√
Tv
− pl√

Tl

]

(3.16)

This relation known as the Hertz-Knudsen-Schrage or Kucherov-Rickenglaz equation [16].
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3.2 Implementation in OpenFOAM

In this section we are going to discuss the procedure adopted to develop a new solver

interEvapCondPhaseChangeFoam in OpenFOAM capable of simulating the desired phase

change phenomena.

3.2.1 Existing Solvers

The study began with the study of existing solvers already implemented in OpenFOAM.

It was necessary to determine the capabilities of the existing solvers to set-up the starting

point. Some preliminary simulations were also performed. These are listed below along

with their short descriptions according to OpenFOAM Foundation [17].

1. interFoam

“Solver for 2 incompressible, isothermal immiscible fluids using a VOF (volume of

fluid) phase-fraction based interface capturing approach. The momentum and other

fluid properties are of the ”mixture” and a single momentum equation is solved.

Turbulence modelling is generic, i.e. laminar, RAS or LES may be selected.”

2. compressibleInterFoam

“Solver for 2 compressible, non-isothermal immiscible fluids using a VOF (volume of

fluid) phase-fraction based interface capturing approach. The momentum and other

fluid properties are of the ”mixture” and a single momentum equation is solved.

Turbulence modelling is generic, i.e. laminar, RAS or LES may be selected.”

3. interPhaseChangeFoam

“Solver for 2 incompressible, isothermal immiscible fluids with phase-change (e.g.

cavitation). Uses a VOF (volume of fluid) phase-fraction based interface capturing

approach. The momentum and other fluid properties are of the ”mixture” and a

single momentum equation is solved. The set of phase-change models provided are

designed to simulate cavitation but other mechanisms of phase-change are supported

within this solver framework. Turbulence modelling is generic, i.e. laminar, RAS

or LES may be selected.”
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3.2.2 Development of a New Solver

After the study of existing solvers it was decided to further develop the interPhaseChange-

Foam solver. Since cavitation is not of interest for our problem several changes needed to

be made in order to solve the problem correctly. Therefore, this solver was chosen as the

starting point for the development of a new solver. The major inclusions which needed

to be incorporated in ’interPhaseChangeFoam’ are the following:

1. Energy Equation

It is required to incorporate the energy equation to perform thermodynamic analysis

and solve for the temperature distribution in the domain. It is mainly influenced by

the non-isothermal boundary conditions and the initial temperatures of the phases.

2. Variable Fluid Properties

Fluid properties such as density, viscosity, surface tension, thermal conductivity

and specific heat capacity are greatly influenced by the variation in temperature.

Therefore, it is necessary to include their dependence on temperature for such prob-

lems.

3. Interfacial Phase Change Equation

The interfacial phase change equation (3.8) is incorporated in OpenFOAM in the file

’interfacialPhaseChangeModel.C’. It is done by introducing a couple of equations,

one for modelling condensation and the other one for evaporation. The equations

as implemented in OpenFOAM are given below:

Condensation:

Cc sqrt
(

M
2πRT

)
max (P - Psat, p0) * pos (0.09 - limitedAlpha1) * pos (limitedAlpha1

- 0.01) * pow (limitedAlpha1, 1);

Evaporation:

Ce sqrt
(

M
2πRT

)
min (P - Psat, p0) * pos (0.09 - limitedAlpha1) * pos (limitedAlpha1

- 0.01) * pow (scalar(1) - limitedAlpha1, 1);

The new solver is called interEvapCondPhaseChangeFoam.
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Benchmark Evaporation Case

4.1 Evaporation Model

The evaporation model considered here is based on the analytical study of one dimensional

phase change of a vapor in contact with a heated wall by D. Jamet [19]. The model along

with the boundary conditions is shown in Figure 4.1.

Figure 4.1: Benchmark evaporation model

The two phases in this model are assumed to be incompressible. Since the pressure at

the upper boundary is fixed and equal to the saturation pressure, the system pressure is

also the same. Therefore the interface is also at the saturation pressure. Additionally,

due to the prevailing thermodynamic equilibrium condition at the interface, the interface

temperature is equal to the saturation temperature.

The vapor is heated from the lower boundary by applying a wall heat flux of 6 Wm−2.

Slowly it’s temperature begins to increase until it affects the interface. However, the

25
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interface temperature does not tend to increase since it is at saturation conditions. This

means that the heat supplied from the lower boundary is absorbed at the interface and

it helps in the vaporization process by keeping the temperature constant. This absorbed

heat which is the cause of phase change is the Latent Heat of Vaporization or the Enthalpy

of Vaporization.

The theoretical rate of evaporation can be expressed as [19]:

ṁe =
qw
∆Hv

Ai (4.1)

where Ai is the interface area and is equal to 1.65× 10−6 m2

The rate of evaporation calculated numerically based on KTG can be calculated by the

Hertz-Knudsen-Schrage equation:

ṁe = Ce

√
M

2πRu

[
pl√
Tl

]
(4.2)

4.2 Fluid Properties

The properties of the theoretical working fluid considered in this model are assumed to

be constant and are mentioned in Table 4.1.

Property Value

Sigma 1x10−6 Nm−1

Contact Angle 90 degrees

Specific Gas Constant 333.3 J/(kgK)

Saturation Temperature @ 30 kpa 90 K

Table 4.1: General properties of benchmark fluid [20]

The fluid properties for both phases are constant and are presented in Table 4.2.
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Property
Value

Liquid Vapor

Density 1000 1

Specific Heat Capacity 2000 900

Thermal Conductivity 0.5 0.5

Table 4.2: Phase properties of benchmark fluid [20]

For the fluid in the benchmark case, we have R = 333.3J/(kg K). We also know the

saturation pressure and temperature of a point on the coexistence curve, psat = 30 kpa

and Tsat = 90 K.

The Clausius-Clapeyron Relation, derived in Appendix (E), after a few assumptions can

be stated as follows:

ln p = −
(
∆Hv

R

)
1

T
+ A (4.3)

Applying it at the known saturation point we get the Clausius-Clapeyron Relation for

the benchmark case in terms of the latent heat of vaporization as:

ln p = ∆Hv

(
3.33× 10−5 − 3× 10−3

T

)
+ 10.309 (4.4)

Evaluating for ∆Hv = 30 kJ/kg yields:

p = exp

[
−90

T
+ 11.308

]
(4.5)

Evaluating for ∆Hv = 40 kJ/kg.

p = exp

[
−120.012

T
+ 11.6424

]
(4.6)

Evaluating for ∆Hv = 50 kJ/kg.

p = exp

[
−150

T
+ 11.974

]
(4.7)



Chapter 4. Benchmark Evaporation Case 28

4.3 Grid Independence Study (GIS)

Carrying out grid independence tests is vital in determining the precision of numerical

results. It is used to describe an improvement of results by using successfully smaller

grid sizes until they become grid independent. Seven grid sizes were studied for the

evaporation model and their details are mentioned in Table 4.3.

Mesh No.
Number of Cells

x y z Total

1 15 1 120 1800

2 25 1 200 5000

3 30 1 240 7200

4 35 1 280 9800

5 40 1 320 12800

6 45 1 360 16200

7 50 1 400 20000

Table 4.3: Grid sizes for GIS of evaporation benchmark model

The rates of evaporation per square meter were calculated for a test case with Ce = 0.06.

The results are shown in Table 4.4 and Figure 4.2.

Mesh No.
Rate of Evaporation Percentage

per m2 (×10−5) Difference (%)

1 19.11 —–

2 11.29 -60.62

3 6.67 -78.8

4 9.04 26.26

5 8.12 -11.48

6 7.05 -15.04

7 6.68 -5.29

Table 4.4: Rates of evaporation for GIS (Ce = 0.06)
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Figure 4.2: Rates of evaporation for GIS of BEC

We can easily deduce from the percentage difference mentioned in Table 4.4 and the

Figure 4.2, that the difference between the results from Mesh No. 6 and 7 is significantly

less. Therefore based on this GIS, it was decided to use the Mesh No. 6 as the reference

mesh for further analysis.



Chapter 4. Benchmark Evaporation Case 30

4.4 Results and Discussion

In this section, the results obtained by simulating evaporation phenomena for the bench-

mark evaporation model are presented. The numerical results are compared with the

theoretical ones for latent heats of vaporization of 30, 40 and 50 KJ kg−1. The interface

at the start of the simulation was considered to be at zero elevation.
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Figure 4.3: Interface height for BEC at ∆Hv = 30KJ/kg

From the above graph it can be seen that an accommodation coefficient for evaporation

in the range, 0.1 ≤ Ce ≤ 0.125, will be able to complement the rate of evaporation as

obtained through analytical solution.
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Figure 4.4: Interface height for BEC at ∆Hv = 40KJ/kg

Similarly for ∆Hv = 40 KJ kg−1, we can see that Ce should be almost equal to 0.1.
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Figure 4.5: Interface height for BEC at ∆Hv = 50KJ/kg

Finally for ∆Hv = 50 KJ kg−1, theoretical rate of evaporation can be achieved by using

an accommodation coefficient for evaporation in the range, 0.05 ≤ Ce ≤ 0.075.

The above figures can be summarized in Figure 4.6.
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Figure 4.6: Comparison of numerical and theoretical evaporation rates for benchmark
case

From the above graph we can get a reasonable estimate of the accommodation coefficient

for evaporation that is required to achieve the theoretical mass transfer rate. This can

be done by extrapolating a vertical line (red dotted) from the point of intersections (red

markers) of the three continuous lines with the dotted desired line and the horizontal

axis. The data extracted from Figure 4.6 can be summarized in the Table 4.5 and Figure

4.7.

∆Hv (KJ kg−1) Ce
30 0.102

40 0.071

50 0.064

Table 4.5: Actual Ce for BEC
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Figure 4.7: Actual Ce for BEC

So as we can observe from the graph above that as the enthalpy of vaporization is in-

creased, the accommodation coefficient decreases. This is consistent with the theory since

increasing the enthalpy of vaporization would mean that now more energy is required by

the liquid molecules to escape the liquid surface and convert to vapor. Therefore the rate

of evaporation would be relatively lower and so shall be the accommodation coefficient

for evaporation. Extending the analysis further would reveal that the slope of the graph

continues to decrease.
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Sounding Rocket Compere Experiment

2

5.1 Experimental Details

The German-French collaborative program COMPERE, focuses on the study of the be-

haviour of propellants in launcher tanks. SOURCE 2 is the second in series of small scale

experiments performed under this banner. The sounding rocket MASER 12 which carried

the SOURCE 2 test cell, was launched on 13th February 2012 from Esrange Space Center

near Kiruna, Sweden. It was a total of six minute flight attaining a maximum altitude of

260 kilometers in microgravity. The experiment comprises of several phases but for the

current study the first two phases are considered.

The void SOURCE 2 test cell before the start of the experiment is shown in Figure 5.1

Figure 5.1: SOURCE 2 test cell at the start of experiment
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5.1.1 First Phase

The first phase comprises of the filling of HFE-7000 vapor and HFE-7000 liquid into the

SOURCE 2 test cell. The first phase has a time span of 20 seconds. Superheated vapor

(403 K) is injected from the top inlet for the first 10 seconds. Simultaneously sub-cooled

liquid is entered from the bottom of tank r1 for first 20 seconds of the experiment. The

sequence during the filling process is shown below.

Figure 5.2: SOURCE 2 test cell
at t = 13 seconds

Figure 5.3: SOURCE 2 test cell
at t = 20 seconds

The curved liquid-vapor interface can clearly be seen in Figures 5.2 and 5.3. Since the

experiment is being conducted in microgravity conditions, the effect of surface tension

force on the liquid-vapor interface is much more dominant than the gravitational force.

This results in an interface which takes a half spherical shape and completely wets the

tank r1 walls.
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5.1.2 Second Phase

The time span of the second phase is 22 seconds. At the start of this phase both the

inlet ports are shut and we have a closed system throughout this phase. As the hot vapor

comes in contact with the sub-cooled liquid heat transfer takes place resulting in the

cooling of the vapor and heating of the liquid in the interface region. Due to this heat

exchange we expect the interface at some point to achieve the saturation conditions and

the evaporation and condensation phenomena starts taking effect.

During the experiment it was observed that the condensation phenomena dominates and

there is an increase in the liquid volume. The test cell at the end of the second phase is

shown in Figure 5.4.

Figure 5.4: SOURCE 2 test cell at t = 42 seconds
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Numerical Study

The methodology adopted to perform the numerical study once the solver was developed

can be summarised in the following flowchart.

Figure 6.1: Flowchart summarising numerical methodology

6.1 Geometry

The SOURCE 2 geometry can basically be divided into four components. These are:

1. Top component

2. Bottom component

3. Tank r1

4. Gas Port Phase Separator (GPPS)
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Tank r1 is a cylindrical tank made up of glass for easy visualization of the fluid behaviour

during the experiment.

The SOURCE 2 geometry along with the dimensions is shown in Figure 6.2. In order

to reduce the simulation time, a 2 dimensional numerical study has been performed by

defining an axi-symmetric geometry. The geometry as modelled in Gmsh is shown in

Figure 6.3. The 2 mm long cylindrical section for vapor inlet has not been modelled since

it is too narrow for numerical simulations. Instead, an inlet is defined just at the top of

the GPPS.

Figure 6.2: SOURCE 2 geome-
try with dimensions

Figure 6.3: Axi-symmetric
SOURCE 2 geometry as modelled

in Gmsh
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6.2 Meshing

The meshing was also performed in Gmsh and a pseudo three dimensional structured

mesh was created. The mesh is shown in Figures 6.4 and 6.5.

Figure 6.4: SOURCE
2 test cell meshing in

Gmsh

Figure 6.5: SOURCE 2 test cell meshing
in the vicinity of GPPS

It must be stated that creating a three dimensional mesh is vital because OpenFOAM

only reads three dimensional meshes. In order to convert the mesh from Gmsh format to

OpenFOAM format, gmshToFoam command was used.
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6.3 Initial Conditions

6.3.1 Tank r1

The initial pressure and the initial mean temperature in tank r1 is given below:

pr1 = 78 kpa (6.1)

Tr1(mean) = 358 K (6.2)

6.4 Boundary Conditions

6.4.1 Walls

A no slip boundary condition was applied to all the walls of the SOURCE 2 geometry. A

static contact angle of zero degrees was specified to all the vertical walls.

(a) Top Component

The top component fully occupied by HFE-7000 vapor through out the experiment and

its walls are maintained at a constant temperature of 418 K.

(b) Bottom Component

The walls of the bottom component are maintained at a constant temperature of 308 K.

(c) Tank r1

The variation of temperature specified on this wall is given by the following relation:

Tr1w = 294.28 + 12.56 exp((y−0.022)/0.05212) (6.3)

where the y is height of the source 2 test cell. The above temperature distribution is valid

for the range 0.022 ≥ z ≤ 0.142 meters.
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(d) GPPS

The temperature of the GPPS is fixed at 423 K.

6.4.2 Inlets

(a) Liquid Inlet

There is an inlet at the bottom of approximately 1.5×10−5 m2 for pumping in HFE-7000

liquid for the first 20 seconds of the experiment. The volume flow rate and temperature

at the bottom inlet boundary are listed below:

V̇bib = 1.18× 10−5 m3 s−1

Tbib = 299 K
(6.4)

(b) Vapor Inlet

HFE 7000 vapor is used to pressurize the tank r1 through the top inlet boundary for

the first 10 seconds of the experiment. The inlet area for the actual geometry is 2 ×
10−6 m2. The volume flow rate and temperature of HFE-7000 vapor during pressurization

is mentioned below:

ṁtib = 0.78 g s−1

Ttib = 403 K
(6.5)

6.4.3 Axis of Symmetry

The central plane which is the axis of rotation of the 2 dimensional SOURCE 2 test

cell is specified with a symmetryPlane boundary condition. This implies that there is a

mirror image of fluid flow on the other side of the axis by specifying a value of zero to

the component of the gradient normal to the plane for every quantity. It also suggests

that there is no flow across this boundary.
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6.4.4 Summary

A summary of the types of boundary conditions as imposed in OpenFOAM is shown in

Table 6.1.
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6.5 Working Fluid

HFE 7000 (C3F7OCH3), a complex organic solvent, is the working fluid in this study and

its properties (density, viscosity, specific heat etc.) are defined by the relations mentioned

in Appendix C. Due to time restrictions the enthalpy of vaporization of HFE-7000 was

taken to be constant at 100 KJ kg−1. In reality the enthalpy of vaporization is a function

of temperature and should be implemented as a variable. It is due to its known and

appropriate properties that it is chosen as the working fluid for the experiment. Its

relatively low boiling point ensures that HFE 7000 liquid can be pumped at very low

temperatures. It is also a non-flammable, low toxic and non corrosive fluid. In addition

it is also a greenhouse gas.

The properties of HFE 7000 at 25 deg C & 1 atm (RTP) are mentioned in Table 6.2.

Property
Value

Liquid Vapor Units

Density 1400 8.2 kgm−3

Kinematic Viscosity 3.0×10−7 3.9×10−7 m2s−1

Specific Heat Capacity 1300 847.8 Jkg−1K−1

Thermal Conductivity 0.075 0.083 Wm−1K−1

Table 6.2: Phase properties of HFE 7000 at RTP

6.6 Pressure Velocity Coupling

Generally in CFD, the pressure velocity coupling is mostly done by the PISO method,

SIMPLE method and their derivatives. PISO stands for ’Pressure Implicit with Splitting

of Operators’ and SIMPLE for ’Semi Implicit Method for Pressure Linked Equations’.

The pressure velocity coupling available in OpenFOAM is described in [10]. Since the

present study deals with the study of a transient problem, PISO algorithm is used.
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6.7 Settings

The time step size in the simulations performed was determined by the Courant Num-

ber which determines the propagation speed of information on the mesh. The Courant

Number is defined as follows:

Co =
u∆t

∆x
(6.6)

It gives a measure of the distance a fluid particle travels in a single time step compared

to the size of the cell. The upper limit for Courant number is unity, which will give the

largest time step. A Courant Number greater than unity would imply that the information

about fluid motion is being passed too rapidly from one mesh cell to the other, leading

to erroneous results. In this study a maximum Courant Number of 0.5 was considered to

be on the safe side.

6.8 Discetization Procedures

Discretization refers to the process of breaking a continuous problem into discrete quan-

tities. In general discretizations can be subdivided into the following categories [21]

Spatial Discretization

It deals with discretization of the solution domain by a set of points that fill and bound

the region of space.

Temporal Discretization

Temporal Discretization is necessary for transient problems and defines how the time

domain needs to be divided into finite number of time steps. Euler implicit, explicit and

Crank Nicholson schemes can be specified.

Equation Discretization

Equation discretization deals with the procedure to discretize the partial differential Equa-

tion that governs the problem. It involves the generation of a system of algebraic equations

in terms of discrete quantities which are defined at specific points in the domain.
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Results and Discussion

The results obtained from numerical simulations are presented in this section. Three

cases were solved to determine the effect of varying the accommodation coefficients on

the phase change phenomena. The details of the cases are presented in Table 7.1.

Case No.
Accommodation Coefficients

Evaporation Condensation

1 0.05 0.1

2 0.1 0.1

3 0.2 0.1

Table 7.1: Accommodation coefficients for numerical simulations

The initial guess values chosen for the accommodation coefficients were based on the

experimental studies carried out by researchers previously. Due to time restrictions it

was decided to keep a constant accommodation coefficient for condensation (Ce = 0.1)

and vary the accommodation coefficient for evaporation to have an outlook at the net mass

transfer. For a better understanding of the phase change process, different combinations

of the accommodation coefficients should be utilized in future.

47
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7.1 Phase Distribution

The results for the distribution of the liquid and vapor phases is presented in this section.

The interface height during the filling process is presented in Figure 7.1 and is compared

with the experimental results.
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Figure 7.1: Comparison of experimental and numerical interface position during the
1st phase

Here we can see that the interface heights calculated numerically are pretty much in

agreement with the experimental results. Here it must be mentioned that the interface

height was not measured during the experiment. However, since a couple of photographs

of the SOURCE 2 test cell were captured, a rough estimate can be obtained. The estimate

would be quite accurate along the central plane but as we move towards the wall, it
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will tend to deviate from the actual value. The reason for this lies in the fact that

the quartz glass cell has a square cross-section while the cavity has a cylindrical cross-

section giving rise to refraction phenomena. Therefore, the interface height would be

slightly underestimated from the photographs and this underestimation would be zero

at the central plane and maximum at the wall. The deviation between numerical and

experimental results could be accounted to the fact that the filling rates during the

experiment were observed to be varying, however a constant filling rate was used for the

numerical simulations.

The interface position during the 2nd phase as simulated for case 1 is shown in Figure

7.2.
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Figure 7.2: Interface position obtained numerically during 2nd phase for case 1
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7.2 Temperature Distribution

At the start of the experiment we have a stratified temperature distribution due to the

fixed temperature boundary conditions specified on the SOURCE 2 test cell boundaries.

The test cell is just filled with vapor at this moment. Figure 7.3 shows the temperature

distribution at the beginning of the first phase.

Figure 7.3: Temperature contours at 0 seconds for case 1
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Temperature contours during the first phase are shown in Figure 7.4. The interface

position is marked by a black line.

Figure 7.4: Temperature contours at 0, 10 and 15 seconds for case 1

We can see that the interface position rises as relatively cold liquid is pumped in from

the bottom inlet boundary shown by the blue region at the bottom of the cell. At the

same time hot vapor is injected from the top boundary of GPPS, thereby increasing the

average temperature of the vapor which is shown by the red region. Near the interface

heat exchange takes place between the cold liquid and hot vapor.
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The temperature contours during the second phase are shown in the figures below:

Figure 7.5: Temperature contours at 20, 25 and 30 seconds for case 1

As the inlet ports are closed during this phase, no mass enters or leaves test cell bound-

aries. From the temperature contours we observe that the vapor just above the liquid-

vapor interface is quickly cooled down by the liquid. After 25 seconds we see an increase

in the vapor temperature primarily near the wall because of the temperature boundary

condition.
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Figure 7.6: Temperature contours at 35, 40 and 42 seconds for case 1

The zoomed temperature contours at various times are shown in Figures 7.7, 7.8 and 7.9.
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Figure 7.7: Temperature contours near the interface at 20 and 25 seconds for case 1

Figure 7.8: Temperature contours near the interface at 30 and 35 seconds for case 1
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Figure 7.9: Temperature contours near the interface at 40 and 42 seconds for case 1

The temperatures during the second phase have been obtained at various locations. These

locations correspond to the exact position of the thermocouples as in the SOURCE 2

experiment. The description and positions of the thermocouples are presented in the

Table 7.2.

Thermocouple
Temperature Position (mm)

Measurement x y

TC-12 near interface 0 82

TC-18 of liquid 0 62

TC-30 of vapor 0 115

Table 7.2: Thermocouple locations in SOURCE 2 experiment
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The temperature variation with time obtained from numerical simulations at the ther-

mocouple locations mentioned in Table 7.2 is compared with the experimental results.

Figure 7.10 shows how the vapor temperature varies in the vicinity of the liquid-vapor

interface.
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Figure 7.10: Temperature variation at TC-12

As can be seen from the plot, the temperatures obtained numerically seem to be quite

lower than the experimental values. However, the general trend is in agreement as hot

vapor gradually cools as it comes in contact with the cooler liquid. The fluctuations

in vapor temperatures from the numerical simulations is very high as compared to the

experiments. This could be attributed to the relatively high accommodation coefficients

which cause rapid movement of vapor molecules.

If we have a closer look at the temperature from case 1, we see that the fluctuations

die out after 38 seconds. However, this is not true for cases 2 and 3. Since the net

condensation rate for case 1 is the highest, the liquid-vapor interface has risen to that

level around 38 seconds where TC-12 is located. Therefore, the temperature is nearly

equal to the bulk liquid temperature.
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Next we are going to have a look at the temperature variation with time of the bulk liquid

in Figure 7.11.
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Figure 7.11: Temperature variation at TC-18

Here the situation is slightly different as the fluctuations in liquid temperatures obtained

from experiments are extreme and difficult to explain. However, the numerical simulations

yield much smoother results since the specific heat capacity of the liquid is much higher

than the vapor (Appendix C). We can see from the plot that for all cases the temperature

of the liquid starts to rise after 26 seconds. This rise is due to the heat gained from the

hot vapor and the temperature boundary condition specified on the wall boundaries of

tank r1.

We also observe from the trend that temperatures for case 1 are higher than case 2 which

are in turn higher than case 3. This can be attributed to the increase in evaporation

since the accommodation in case 1 is higher than in case 2 and case 3. Since there is

more evaporation in case 3, there is more cooling of the surface and hence lower overall

temperatures than the other two cases.
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Lastly, we will have a look at the variation of bulk vapor temperature with time in Figure

7.12
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Figure 7.12: Temperature variation at TC-30

Here again we have a situation where the fluctuations in temperatures obtained numer-

ically are very high. The reasons for this have already been discussed earlier. As can

be seen from both the experimental and numerical results, the temperature starts to de-

crease initially as the vapor is cooled by the liquid. Afterwards, the temperature begins

to rise again because of the temperature boundary condition specified on the walls of the

test cell.
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7.3 Liquid-Vapor Ratio

The liquid-vapor ratio is plotted below.
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Figure 7.13: Liquid-vapor ratio for various accommodation coefficients

We can observe form the graph above that as the effective condensation increases from

case 1 to case 3, we see that the liquid-vapor ratio tends to decrease.
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Summary and Outlook

In the present study, a phase change solver ’interEvapCondPhaseChangeFoam’ is devel-

oped in OpenFOAM which is capable of simulating interfacial evaporation and conden-

sation phenomena. The solver is capable of simulating non isothermal flow between two

immiscible fluids based on the Volume of Fluid method . The phase change process is

based on the Kinetic Theory of Gases and is described by the Hertz-Knudsen equation.

Fluid properties such as density, specific heat capacity, thermal conductivity, surface

tension and kinematic viscosity are defined as a functions of temperature.

The solver is tested with a theoretical fluid in a Benchmark Evaporation Model subjected

to microgravity conditions. The numerical simulations yielded satisfactory results with

accommodation coefficient values for evaporation in the ranges 0.05 ≤ Ce ≤ 0.1. It

is found that the accommodation coefficient is dependent on the enthalpy of vaporiza-

tion. As the enthalpy of vaporization is increased the accommodation coefficient needs

to decreased so that the numerical and theoretical mass transfer rates are equal.

Finally an attempt is made to verify the phase change model based on a sounding rocket

experiment (SOURCE 2). The first two phases of the experiment were numerically sim-

ulated and a comparison between the experimental and numerical results was obtained.

The first phase comprised of pressurization of hot HFE-7000 vapor (418 K) from the

top inlet and cold liquid (299 K) from the bottom inlet of SOURCE 2 test cell. At the

beginning of the second phase both the inlet ports are closed so that there is no mass

transfer across the test cell boundaries. Investigation of evaporation and condensation

phenomena at the liquid-vapor interface has been carried out. Three test cases with dif-

ferent accommodation coefficients were simulated to study the effect on phase change.

In general, the temperatures obtained are lower than the measured experimental values,

however the trend is in agreement. Moreover, the simulation yielded results which are in

compliance with the laws of Physics.
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In future, several steps can be taken to model the phase change phenomena more accu-

rately. Simulating cases with a wider range and combination of accommodation coeffi-

cients for evaporation and condensation would help understand better the phase change

process. In addition, performing full three dimensional simulations would enable to avoid

any discrepancies introduced due to symmetry boundary conditions. Since in this study

HFE-7000 vapor was modelled as an ideal gas, utilizing its actual properties would allow

us to observe the real gas behaviour. The actual geometry of SOURCE 2 test cell is

complicated to some extent and therefore a simplified version was used in this thesis. By

incorporating the exact complex geometry would enable the prediction of fluid behaviour

more accurately. The study can also be extended by modelling the solid regions and

solving the conjugate heat transfer in the whole domain.



Appendix A

1D Heat Transfer through an Inter-

face

It has been shown by Patankar [22] that in the case of heat flux applied normal to the

interface boundary, the expression for thermal conductivity in the interface region should

be approximated by harmonic interpolation and not by linear interpolation. Here we

consider a one dimensional case of heat transfer in two mediums denoted by 1 and 2. The

properties in these mediums is denoted by the subscripts 1 and 2. The models is shown

below:

Figure A.1: One Dimensional Heat Transfer

The symbols W, I and E denote the West, Interface and East nodes respectively. From

the Fourier’s Law of Heat Conduction, the heat transferred throughout the medium can

be found as:

q =
k(TW − TE)

∆x
(A.1)

where k is the effective thermal conductivity of the two mediums.

We can also write the expressions for heat conduction in individual phases.

q1 =
k1(TW − TI)

∆x1
(A.2)
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q2 =
k2(TI − TE)

∆x2
(A.3)

Multiply Eq (A.2) by k2/∆x2 and Eq (A.3) by k1/∆x1 we get

q1k2
∆x2

=
k1k2(TW − TI)

∆x1∆x2
(A.4)

q2k1
∆x1

=
k1k2(TI − TE)

∆x1∆x2
(A.5)

Adding the above equations results in:

q1k2
∆x2

+
q2k1
∆x1

=
k1k2(TW − TE)

∆x1∆x2
(A.6)

We also know by conservation of energy that q1 = q2 = q. So we can write:

q

(
k2
∆x2

+
k1
∆x1

)
=
k1k2(TW − TE)

∆x1∆x2
(A.7)

q =
k1k2(TW − TE)

k1∆x2 + k2∆x1
(A.8)

So now comparing with Eq (A.1) we have:

k =
k1k2

k1
∆x2
∆x

+ k2
∆x1
∆x

(A.9)

Since we know that:
∆x = ∆x1 +∆x2 (A.10)

We can modify Eq (A.9) as:

k =
k1k2

k1
(
1− ∆x1

∆x

)
+ k2

∆x1
∆x

(A.11)

By considering the length fraction, γ1 = ∆x1
∆x

, we can rewrite the expression as:

k =
k1k2

k1 (1− γ1) + k2γ1
(A.12)

An equivalent expression can be assumed for a three dimensional case with volume phase

fraction for phase 1.

k =
k1k2

k1 (1− α1) + k2α1

(A.13)
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Tutorials

The steps followed frequently during the thesis include creation of geometry in GMSH,

modyfying OpenFOAM solvers and libraries. A guideline is provided in this Appendix

for the procedure. The text in bold indicates that these are Linux commands.

B.1 Geometry Creation in Gmsh

In this section we are going to discuss the creation of geometry in Gmsh and the steps to

convert it to OpenFOAM format.

STEP 1: OPEN GMSH

Go to the directory of the case file and run GMSH by typing:

gmsh

STEP 2: CREATE GEOMETRY

Geometry can be created in GMSH through the Graphical User Interface (GUI) or with

the help of a text file with a ‘.geo‘ extension.

STEP 3: CREATE MESH

Now create a 3D mesh and save the file. This is necessary as OpenFOAM only recognizes

three dimensional meshes.

STEP 4: CONVERT GMSH FORMAT TO OPENFOAM FORMAT

We assume that the our GMSH mesh file is named ’testcase.msh’. In order to convert the

mesh created in GMSH to OpenFOAM format the following command must be typed:

gmshToFoam testcase.msh
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STEP 5: CHANGE THE ’BOUNDARY’ FILE

Go to the following directory and open the ’boundary’ file.

cd constant/polyMesh

Change the ’patch type’ field for all patches which should be consistent with the bound-

ary conditions.

STEP 6: CHANGE THE ’ALPHA1’ FILE

Go two levels up and then change directory to:

cd 0

Delete the file ’alpha1’ if already present

rm alpha1

Then copy the original file for alpha1 field ‘alpha1.org‘ to ’alpha1’.

cp alpha1.org alpha1

The case is now ready to be solved.
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B.2 Modifying OpenFOAM Solvers

This section will focus on how to make changes to the existing OpenFOAM solvers in

order to suit our requirements.

STEP 1: CREATE DIRECTORY TO COPY EXISTING SOLVERS

This is necessary as to avoid tampering the original OpenFOAM solvers. In this step we

are copying the solver files to the user’s home directory ($WM PROJECT USER DIR).

If the user intends to copy the files to another directory, the appropriate path must be

used. This step should be skipped if the directory where the files are to be copied already

exists.

mkdir -p $WM PROJECT USER DIR/applications/solvers

STEP 2: COPY OPENFOAM SOLVERS

Copy the existing OPENFOAM solvers to the intended directory.

cp -r $FOAM SOLVERS $WM PROJECT USER DIR/applications/solvers

STEP 3: CHANGE THE NAME OF THE SOLVER

Go to the directory of the type of solver you want to modify. We are assuming that we

want to modify ’compressibleInterFoam’ which is a multiphase solver.

cd $WM PROJECT USER DIR/applications/solvers/multiphase

Change the name of the solver to something which describes what additional features

this new solver will include. For instance, if we are adding the energy equation to solve

for the temperature field in ’compressibleInterFoam’, we can rename it to ’compressibleIn-

terTempFoam’. This is necessary for ease of the user.

mv compressibleInterFoam compressibleInterTempFoam

STEP 4: CHANGE THE NAME OF THE SOURCE FILE

Go to the directory of the solver.

cd compressibleInterTempFoam

The source file should be renamed according to the name of the solver.

mv compressibleInterFoam.C compressibleInterTempFoam.C
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STEP 5: CHECK THE SOURCE FILES

Open the source file and check if there are any header files included by a relative path.

If such is the case, you should correct the new path.

STEP 6: EDIT THE SOURCE FILE

Edit the source file to incorporate the modifications intended in the new solver.

STEP 7: CLEAN THE FILES

This is necessary to remove dependencies of the files coming from the original solver.

wclean

STEP 8: EDIT THE MAKE/FILES

Go to the make directory.

cd Make

Edit the ’files’ to incorporate the new name and path of the solver. For compressibleIn-

terFoam the ’files’ originally was:

compressibleInterFoam.C

EXE = $(FOAM APPBIN)/compressibleInterFoam

Change it to:

compressibleInterTempFoam.C

EXE = $(FOAM USER APPBIN)/compressibleInterTempFoam

STEP 9: EDIT THE OPTIONS/FILES

Edit the ’options’ file if you have made any changes to the OpenFOAM libraries.

STEP 10: COMPILE THE NEW SOLVER

Go to the directory a level above and type

wmake

The modified solver is now compiled and ready to solve a case.
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B.3 Modifying OpenFOAM Libraries

This section will focus on how to make changes to the existing OpenFOAM libraries in

order to suit our requirements. It is assumed that the user has already performed STEP

1 of ’Modifying OpenFOAM Solvers’

STEP 1: CREATE DIRECTORY TO COPY EXISTING SOLVERS

Copy the existing OPENFOAM libraries to the intended directory.

cp -r $FOAM SRC $WM PROJECT USER DIR/src

STEP 2: EDIT THE LIBRARY

Go to the directory of the library you want to modify. For instance if we want to modify

’interfaceProperties’, then type

cd $WM PROJECT USER DIR/applications/src/transportModels/

interfaceProperties

Open the relevant header and source files and modify them.

STEP 3: EDIT THE MAKE/FILES

Go to the make directory.

cd Make

Edit the ’files’ to incorporate the new name and path of the solver. For ’interfaceProper-

ties’ the ’files’ originally was:

interfaceProperties.C

interfaceCompression/interfaceCompression.C

LIB = $(FOAM LIBBBIN)/libInterfaceProperties

Change it to:

interfaceProperties.C

interfaceCompression/interfaceCompression.C

LIB = $(FOAM USER LIBBBIN)/libmyInterfaceProperties
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STEP 4: EDIT THE OPTIONS/FILES

Edit the ’options’ file if any changes need to be made.

STEP 5: CLEAN AND COMPILE THE MODIFIED LIBRARY

Go to the directory a level above and type

wclean libso && wmake libso
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HFE 7000 Properties

The properties of the working fluid in the SOURCE 2 experiment is presented in this

Appendix. The variation of these properties with respect to temperature and pressure

has been utilized in the simulations.

General Properites

Molar mass = 0.2 kg/mol

The critical properties of HFE 7000 [23] are listed below:

Tc = 437.6 K

pc = 2483.3 kPa

ρc = 553 kg/m3

(C.1)

Density

The density dependence on temperature for HFE 7000 liquid is given by the relation [23]:

ρl = 2258− 2.88T (C.2)

For the vapor phase the Ideal Gas Law is used.

ρv =
pM

RuT
=

p

41.57 T
(C.3)
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Specific Heat Capacity

The specific heat capacity dependence on temperature for HFE 7000 is given by the

relations:

cpl = 381.89 + 3.08T (C.4)

cpv = (3.68 ∗ 10−6)T 3 − (5.44 ∗ 10−3)T 2 + 4.14T − 0.166 (C.5)

The relation for vapor phase holds true for 260K < T < 420K.

Thermal Conductivity

The thermal conductivity dependence on temperature for HFE 7000 liquid is given by

the relation:

kl = 0.133− 0.000196T (C.6)

For HFE 7000 vapor the thermal conductivity can be estimated from the modified Eucken

expression for polyatomic gases [24].

kv = Cpvµv + 1.25

(
Ruµv
M

)
kv = Cpvρvνv + 52ρvνv

(C.7)

Surface Tension

The surface tension dependence on temperature for HFE 7000 is given by the relation:

σ = 0.0428

(
1− T

Tc

)1.016

(C.8)
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Kinematic Viscosity

The kinematic viscosity dependence on temperature for HFE 7000 liquid is given by the

relation provided by the manufacturer [23]:

νl = 10−6
(
z − e−0.7487−3.295z+0.6199z2−0.3193z3

)
(C.9)

where z = 101010.151−4.6006 log(T ) − 0.7

The estimate for the vapor viscosity (in Poise) can be found using the corresponding

states method described in Lucas.

νv =
10−6

ρv
ζ−1

(
0.807T 0.618

r − 0.357e−0.449Tr + 0.340e−4.058Tr + 0.018
)

(C.10)

where ζ = 0.176
(

Tc
M3P 4

c

)1/6
In the above expressions molar mass is in g/mol, temperature is in Kelvin and pressure

is in bars. In SI units the expression for ζ becomes:

ζ = 0.176

(
Tc

(1000 M)3
(

Pc

100000

)4
)1/6

ζ = 4.032× 10−3

(C.11)

Now we can simplify the expression for vapor kinematic viscosity in SI units.

νv =
1

ρv

(
0.0002T 0.618

r − 0.000088e−0.449Tr + 0.000084e−4.058Tr + 0.00000446
)

(C.12)

Saturation Pressure

The variation of saturated vapor pressure is given by the relation [23]:

psat = e(
−3548.6

T
+22.978) (C.13)

This expression is valid for the temperature range of 243K < T < Tc.
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Codes

D.1 Source 2 Geometry

The code for creating the SOURCE 2 geometry in Gmsh software is presented below.

1 // PARAMETER FOR CONTROLLING MESH SIZE

2 lc = 0.01;

3

4 // SECTION 1

5

6 // Defining Labels

7 section = 1;

8 no_p = 0;

9 no_l = 0;

10

11 // Defining Points and Lines

12 Point(no_p + 1) = {0.0075, 0, 0, lc};

13 Point(no_p + 2) = {0.03, 0, 0, lc};

14 Point(no_p + 3) = {0.03, 0.004, 0, lc};

15 Point(no_p + 4) = {0.03, 0.022, 0, lc};

16 Point(no_p + 5) = {0.03, 0.027, 0, lc};

17 Point(no_p + 6) = {0.03, 0.032, 0, lc};

18 Point(no_p + 7) = {0.0075, 0.032, 0, lc};

19

20 Line(no_l + 1) = {1,2};

21 Line(no_l + 2) = {2,3};

22 Line(no_l + 3) = {3,4};

23 Line(no_l + 4) = {4,5};

24 Line(no_l + 5) = {5,6};

25 Line(no_l + 6) = {6,7};

26 Line(no_l + 7) = {7,1};

27

28

29
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30 // Defining Line Loop and Surface

31 Line Loop(section) = {1,2,3,4,5,6,7} ;

32 Plane Surface(section) = {section};

33

34 // Defining Number of Nodes on Lines

35 Transfinite Line{1,6} = 23;

36 Transfinite Line{2} = 5;

37 Transfinite Line{3} = 19;

38 Transfinite Line{4} = 6;

39 Transfinite Line{5} = 6;

40 Transfinite Line{7} = 33;

41

42 // Defining Corners of the Surface to create a Structured Mesh

43 Transfinite Surface{section} = {1,2,6,7};

44 Recombine Surface{section};

45

46 // SECTION 2

47

48 // Defining Labels

49 section = 2;

50 no_p = 7;

51 no_l = 7;

52

53 // Defining Points and Lines

54 Point(no_p + 1) = {0.03, 0.036, 0, lc};

55 Point(no_p + 2) = {0.03, 0.041, 0, lc};

56 Point(no_p + 3) = {0.03, 0.046, 0, lc};

57 Point(no_p + 4) = {0.03, 0.051, 0, lc};

58 Point(no_p + 5) = {0.03, 0.056, 0, lc};

59 Point(no_p + 6) = {0.03, 0.061, 0, lc};

60 Point(no_p + 7) = {0.03, 0.066, 0, lc};

61 Point(no_p + 8) = {0.03, 0.071, 0, lc};

62 Point(no_p + 9) = {0.03, 0.076, 0, lc};

63 Point(no_p + 10) = {0.03, 0.081, 0, lc};

64 Point(no_p + 11) = {0.03, 0.086, 0, lc};

65 Point(no_p + 12) = {0.03, 0.091, 0, lc};

66 Point(no_p + 13) = {0.03, 0.096, 0, lc};

67 Point(no_p + 14) = {0.03, 0.101, 0, lc};

68 Point(no_p + 15) = {0.03, 0.106, 0, lc};

69 Point(no_p + 16) = {0.03, 0.111, 0, lc};

70 Point(no_p + 17) = {0.03, 0.116, 0, lc};

71 Point(no_p + 18) = {0.03, 0.121, 0, lc};

72 Point(no_p + 19) = {0.03, 0.126, 0, lc};
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73 Point(no_p + 20) = {0.03, 0.13, 0, lc};

74 Point(no_p + 21) = {0.025, 0.13, 0, lc};

75 Point(no_p + 22) = {0.0155, 0.126, 0, lc};

76 Point(no_p + 23) = {0.0, 0.126, 0, lc};

77 Point(no_p + 24) = {0.0, 0.032, 0, lc};

78 Line(no_l + 1) = {6,8};

79 Line(no_l + 2) = {8,9};

80 Line(no_l + 3) = {9,10};

81 Line(no_l + 4) = {10,11};

82 Line(no_l + 5) = {11,12};

83 Line(no_l + 6) = {12,13};

84 Line(no_l + 7) = {13,14};

85 Line(no_l + 8) = {14,15};

86 Line(no_l + 9) = {15,16};

87 Line(no_l + 10) = {16,17};

88 Line(no_l + 11) = {17,18};

89 Line(no_l + 12) = {18,19};

90 Line(no_l + 13) = {19,20};

91 Line(no_l + 14) = {20,21};

92 Line(no_l + 15) = {21,22};

93 Line(no_l + 16) = {22,23};

94 Line(no_l + 17) = {23,24};

95 Line(no_l + 18) = {24,25};

96 Line(no_l + 19) = {25,26};

97 Line(no_l + 20) = {26,27};

98 Line(no_l + 21) = {27,28};

99 Line(no_l + 22) = {28,29};

100 Line(no_l + 23) = {29,30};

101 Line(no_l + 24) = {30,31};

102 Line(no_l + 25) = {31,7};

103

104 // Defining Line Loop and Surface

105 Line Loop(section) = {-6,8,9,10,11,12,13,14,15,16,17,18,19,20

106 ,21,22,23,24,25,26,27,28,29,30,31,32};

107 Plane Surface(section) = {section};

108

109 // Defining Number of Nodes on Lines

110 Transfinite Line{no_l + 1} = 5;

111 Transfinite Line{no_l + 2} = 6;

112 Transfinite Line{no_l + 3} = 6;

113 Transfinite Line{no_l + 4} = 6;

114 Transfinite Line{no_l + 5} = 6;

115 Transfinite Line{no_l + 6} = 6;
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116 Transfinite Line{no_l + 7} = 6;

117 Transfinite Line{no_l + 8} = 6;

118 Transfinite Line{no_l + 9} = 6;

119 Transfinite Line{no_l + 10} = 6;

120 Transfinite Line{no_l + 11} = 6;

121 Transfinite Line{no_l + 12} = 6;

122 Transfinite Line{no_l + 13} = 6;

123 Transfinite Line{no_l + 14} = 6;

124 Transfinite Line{no_l + 15} = 6;

125 Transfinite Line{no_l + 16} = 6;

126 Transfinite Line{no_l + 17} = 6;

127 Transfinite Line{no_l + 18} = 6;

128 Transfinite Line{no_l + 19} = 6;

129 Transfinite Line{no_l + 20} = 5;

130 Transfinite Line{no_l + 21} = 6;

131 Transfinite Line{no_l + 22} = 11;

132 Transfinite Line{no_l + 23} = 15;

133 Transfinite Line{no_l + 24} = 99;

134 Transfinite Line{no_l + 25} = 8;

135

136 // Defining Corners of the Surface to create a Structured Mesh

137 Transfinite Surface{section} = {6,27,30,31};

138 Recombine Surface{section};

139

140 // SECTION 3

141

142 // Defining Labels

143 section = 3;

144 no_p = 31;

145 no_l = 32;

146

147 // Defining Points and Lines

148 Point(no_p + 1) = {0.03, 0.134, 0, lc};

149 Point(no_p + 2) = {0.021, 0.134, 0, lc};

150 Point(no_p + 3) = {0.0155, 0.127, 0, lc};

151 Line(no_l + 1) = {27,32};

152 Line(no_l + 2) = {32,33};

153 Line(no_l + 3) = {33,34};

154 Line(no_l + 4) = {34,28};

155

156 // Defining Line Loop and Surface

157 Line Loop(section) = {-28,33,34,35,36} ;

158 Plane Surface(section) = {section};
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159

160 // Defining Number of Nodes on Lines

161 Transfinite Line{no_l + 1} = 10;

162 Transfinite Line{no_l + 2} = 13;

163 Transfinite Line{no_l + 3} = 10;

164 Transfinite Line{no_l + 4} = 8;

165

166 // Defining Corners of the Surface to create a Structured Mesh

167 Transfinite Surface{section} = {27,32,33,34};

168 Recombine Surface{section};

169

170 // SECTION 4

171

172 // Defining Labels

173 section = 4;

174 no_p = 35;

175 no_l = 36;

176

177 // Defining Points and Lines

178 Point(no_p + 1) = {0, 0.134, 0, lc};

179 Point(no_p + 2) = {0, 0.127, 0, lc};

180 Line(no_l + 1) = {33,36};

181 Line(no_l + 2) = {36,37};

182 Line(no_l + 3) = {37,34};

183

184 // Defining Line Loop and Surface

185 Line Loop(section) = {-35,37,38,39} ;

186 Plane Surface(section) = {section};

187

188 // Defining Number of Nodes on Lines

189 Transfinite Line{no_l + 1} = 18;

190 Transfinite Line{no_l + 2} = 10;

191 Transfinite Line{no_l + 3} = 18;

192

193 // Defining Corners of the Surface to create a Structured Mesh

194 Transfinite Surface{section} = {37,34,33,36};

195 Recombine Surface{section};

196

197 // SECTION 5

198

199 // Defining Labels

200 section = 5;

201 no_p = 37;
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202 no_l = 39;

203

204 // Defining Points and Lines

205 Point(no_p + 1) = {0.03, 0.138, 0, lc};

206 Point(no_p + 2) = {0.03, 0.169, 0, lc};

207 Point(no_p + 3) = {0.014, 0.169, 0, lc};

208 Point(no_p + 4) = {0.014, 0.138, 0, lc};

209 Line(no_l + 1) = {32,38};

210 Line(no_l + 2) = {38,39};

211 Line(no_l + 3) = {39,40};

212 Line(no_l + 4) = {40,41};

213 Line(no_l + 5) = {41,33};

214

215 // Defining Line Loop and Surface

216 Line Loop(section) = {-34,40,41,42,43,44} ;

217 Plane Surface(section) = {section};

218

219 // Defining Number of Nodes on Lines

220 Transfinite Line{no_l + 1} = 7;

221 Transfinite Line{no_l + 2} = 28;

222 Transfinite Line{no_l + 3} = 21;

223 Transfinite Line{no_l + 4} = 34;

224 Transfinite Line{no_l + 5} = 9;

225

226 // Defining Corners of the Surface to create a Structured Mesh

227 Transfinite Surface{section} = {41,32,39,40};

228 Recombine Surface{section};

229

230 // SECTION 6

231

232 // Defining Labels

233 section = 6;

234 no_p = 41;

235 no_l = 44;

236

237 // Defining Points and Lines

238 Point(no_p + 1) = {0.013, 0.138, 0, lc};

239 Point(no_p + 2) = {0, 0.138, 0, lc};

240 Line(no_l + 1) = {33,42};

241 Line(no_l + 2) = {42,43};

242 Line(no_l + 3) = {43,36};

243

244
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245 // Defining Line Loop and Surface

246 Line Loop(section) = {-37,45,46,47} ;

247 Plane Surface(section) = {section};

248

249 // Defining Number of Nodes on Lines

250 Transfinite Line{no_l + 1} = 7;

251 Transfinite Line{no_l + 2} = 18;

252 Transfinite Line{no_l + 3} = 7;

253

254 // Defining Corners of the Surface to create a Structured Mesh

255 Transfinite Surface{section} = {36,33,42,43};

256 Recombine Surface{section};

257

258 // SECTION 7

259

260 // Defining Labels

261 section = 7;

262 no_p = 43;

263 no_l = 47;

264

265 // Defining Points and Lines

266 Point(no_p + 1) = {0.013, 0.168, 0, lc};

267 Point(no_p + 2) = {0.001, 0.168, 0, lc};

268 Point(no_p + 3) = {0, 0.168, 0, lc};

269 Line(no_l + 1) = {42,44};

270 Line(no_l + 2) = {44,45};

271 Line(no_l + 3) = {45,46};

272 Line(no_l + 4) = {46,43};

273

274 // Defining Line Loop and Surface

275 Line Loop(section) = {-46,48,49,50,51} ;

276 Plane Surface(section) = {section};

277

278 // Defining Number of Nodes on Lines

279 Transfinite Line{no_l + 1} = 35;

280 Transfinite Line{no_l + 2} = 16;

281 Transfinite Line{no_l + 3} = 3;

282 Transfinite Line{no_l + 4} = 35;

283

284 // Defining Corners of the Surface to create a Structured Mesh

285 Transfinite Surface{section} = {43,42,44,46};

286 Recombine Surface{section};

287
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288 // SECTION 8

289

290 // Defining Labels

291 section = 8;

292 no_p = 46;

293 no_l = 51;

294

295 // Defining Points and Lines

296 Point(no_p + 1) = {0.03, 0.235, 0, lc};

297 Point(no_p + 2) = {0.001, 0.235, 0, lc};

298 Point(no_p + 3) = {0.001, 0.169, 0, lc};

299 Line(no_l + 1) = {39,47};

300 Line(no_l + 2) = {47,48};

301 Line(no_l + 3) = {48,49};

302 Line(no_l + 4) = {49,40};

303

304 // Defining Line Loop and Surface

305 Line Loop(section) = {-42,52,53,54,55} ;

306 Plane Surface(section) = {section};

307

308 // Defining Number of Nodes on Lines

309 Transfinite Line{no_l + 1} = 60;

310 Transfinite Line{no_l + 2} = 35;

311 Transfinite Line{no_l + 3} = 60;

312 Transfinite Line{no_l + 4} = 15;

313

314 // Defining Corners of the Surface to create a Structured Mesh

315 Transfinite Surface{section} = {49,39,47,48};

316 Recombine Surface{section};

317

318

319 // 3D EXTRUSION

320 Extrude{0,0,0.01}{

321 Surface{1};Surface{2};Surface{3};Surface{4};Surface{5};Surface{6};

Surface{7};Surface{8};

322 Layers{1};Recombine;

323 }

324

325 // DEFINING SURFACES FOR BOUNDARY CONDITIONS

326

327 // Inlet Boundaries

328 Physical Surface("Bottom_Inlet") = {71};

329 Physical Surface("Top_Inlet") = {349};
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330 // Axis of Symmetry

331 Physical Surface("R1_Axis") = {219,268,326,353};

332

333 // Tank r1 Walls

334 Physical Surface("R1_Right_Wall_1") = {79};

335 Physical Surface("R1_Right_Wall_2") = {83};

336 Physical Surface("R1_Right_Wall_3") = {127};

337 Physical Surface("R1_Right_Wall_4") = {131};

338 Physical Surface("R1_Right_Wall_5") = {135};

339 Physical Surface("R1_Right_Wall_6") = {139};

340 Physical Surface("R1_Right_Wall_7") = {143};

341 Physical Surface("R1_Right_Wall_8") = {147};

342 Physical Surface("R1_Right_Wall_9") = {151};

343 Physical Surface("R1_Right_Wall_10") = {155};

344 Physical Surface("R1_Right_Wall_11") = {159};

345 Physical Surface("R1_Right_Wall_12") = {163};

346 Physical Surface("R1_Right_Wall_13") = {167};

347 Physical Surface("R1_Right_Wall_14") = {171};

348 Physical Surface("R1_Right_Wall_15") = {175};

349 Physical Surface("R1_Right_Wall_16") = {179};

350 Physical Surface("R1_Right_Wall_17") = {183};

351 Physical Surface("R1_Right_Wall_18") = {187};

352 Physical Surface("R1_Right_Wall_19") = {191};

353 Physical Surface("R1_Right_Wall_20") = {195};

354 Physical Surface("R1_Right_Wall_21") = {199};

355 Physical Surface("R1_Right_Wall_22") = {203};

356 Physical Surface("R1_Right_Wall_23") = {238};

357 Physical Surface("R1_Right_Wall_24") = {288};

358

359 // GPPS Walls

360 Physical Surface("GPPS_Vertical_Wall") = {341,300};

361 Physical Surface("GPPS_Slanted_Bottom_Wall") = {250,304};

362 Physical Surface("GPPS_Slanted_Top_Wall") = {318,211};

363 Physical Surface("GPPS_Horizontal_Wall") = {272,215,345};

364

365 // Bottom Compartment Walls

366 Physical Surface("Bottom_Component_Bottom_Wall") = {67,223};

367 Physical Surface("Bottom_Component_Left_Wall") = {91};

368 Physical Surface("Bottom_Component_Right_Wall") = {75};

369

370 // Top Compartment Walls

371 Physical Surface("Top_Component_Right_Wall") = {292,368};

372 Physical Surface("Top_Component_Left_Wall") = {376};
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373 Physical Surface("Top_Component_Top_Wall") = {372};

374 Physical Surface("Top_Component_Bottom_Wall") = {380};

375

376 // DEFINING VOLUME

377 Physical Volume("volume") = {1,2,3,4,5,6,7,8};
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D.2 interEvapCondPhaseChangeFoam Solver

The source code of the main solver ’interEvapCondPhaseChangeFoam.C’ with self ex-

planatory comments is shown here.

1 /*---------------------------------------------------------------------*\

2 ========= |

3 \\ / F ield | OpenFOAM: The Open Source CFD Toolbox

4 \\ / O peration |

5 \\ / A nd | Copyright (C) 2011 OpenFOAM Foundation

6 \\/ M anipulation |

7 -------------------------------------------------------------------------

8

9

10 License

11 This file is part of OpenFOAM. OpenFOAM is free software: you can

12 redistribute it and/or modify it under the terms of the GNU General

13 Public License as published by the Free Software Foundation, either

14 version 3 of the License, or (at your option) any later version.

15 OpenFOAM is distributed in the hope that it will be useful, but

16 WITHOUT ANY WARRANTY; without even the implied warranty of

17 MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the GNU

18 General Public License for more details. You should have received

19 a copy of the GNU General Public License along with OpenFOAM. If not,

20 see <http://www.gnu.org/licenses/>.

21

22 Application

23 interEvapCondPhaseChangeFoam

24

25 Description

26 A solver for 2 compressible, non-isothermal immiscible fluids with

27 capable of simulating interfacial evaporation and condensation. It

28 utilizes a VOF (volume of fluid) phase-fraction based interface

29 capturing approach. The momentum and other fluid properties are of

30 the "mixture" and a single momentum equation is solved. The fluid

31 properties such as density, viscosity, specific heat, thermal

32 conductivity and surface tension are temperature dependent.

33 The phase change model is based on the Hertz-Knudsen equation.

34

35

36 \*---------------------------------------------------------------------*/
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37 // INCLUSION OF RELEVANT HEADER FILES

38 #include "fvCFD.H"

39 #include "MULES.H"

40 #include "subCycle.H"

41 #include "interfaceProperties.H"

42 #include "phaseChangeTwoPhaseMixture.H"

43 #include "turbulenceModel.H"

44 #include "pimpleControl.H"

45

46 // * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

47

48 // MAIN PROGRAM BEGINS

49 int main(int argc, char *argv[])

50 {

51 // INCLUSION OF THE RELEVANT HEADER FILES INSIDE THE MAIN PROGRAM

52 #include "setRootCase.H"

53 #include "createTime.H"

54 #include "createMesh.H"

55 #include "readGravitationalAcceleration.H"

56 #include "initContinuityErrs.H"

57 #include "createFields.H"

58 #include "readTimeControls.H"

59 #include "correctPhi.H"

60 #include "CourantNo.H"

61 #include "setInitialDeltaT.H"

62 #include "calcPSatField.H"

63

64 pimpleControl pimple(mesh);

65

66 // * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

67

68 Info<< "\nStarting time loop\n" << endl;

69

70 // TIME LOOP

71 while (runTime.run())

72 {

73 #include "readTimeControls.H"

74 #include "CourantNo.H"

75 #include "setDeltaT.H"

76

77 runTime++;

78 turbulence->correct();

79
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80 // PRESSURE-VELOCITY PIMPLE CORRECTOR LOOP

81 while (pimple.loop())

82 {

83 #include "alphaEqnSubCycle.H"

84 if (pimple.corr() == 1)

85 {

86 interface.correct();

87 }

88

89 // MASS CONSERVATION ON THE WHOLE SYSTEM

90 solve(fvm::ddt(rho) + fvc::div(rhoPhi));

91

92 // SOLVING FOR THE VELOCITY FIELD

93 #include "UEqn.H"

94

95 // SOLVING FOR TEMPERATURE FIELD

96 #include "TEqn.H"

97

98 // PRESSURE CORRECTOR LOOP

99 while (pimple.correct())

100 {

101 // SOLVING FOR PRESSURE FIELD

102 #include "pEqn.H"

103 }

104

105 // CALCULATION OF FLUID PROPERTIES BASED ON NEW TEMPERATURE

106 #include "variableproperties.H"

107

108 // CALCULATION OF SATURATION PRESSURE BASED ON NEW TEMPERATURE

109 #include "calcPSatField.H"

110 }

111

112 // CALCULATION OF MIXTURE PROPERTIES

113 k = 1.0 / ( (alpha1/k1) + (alpha2/k2) );

114 nu = alpha1*nu1 + alpha2*nu2 ;

115 cp = alpha1*cp1 + alpha2*cp2;

116 rho = alpha1*rho1 + alpha2*rho2;

117

118 forAll(alpha1, celli)

119 {

120 if (alpha1[celli] >= 0.5 )

121 {

122 liq += scalar(1);
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123 }

124 else

125 {

126 vap += scalar(1);

127 }

128 }

129

130 ratio = liq/vap;

131 Info<<"liquid="<<liq<<"vapor="<<vap<<"liquid/vapor="<<ratio<<endl;

132

133 liq = 0;

134 vap = 0;

135

136 Info<<"Min(p)="<<min(p).value()<<"Max(p)="<<max(p).value()<<endl;

137 Info<<"Min(pSat)="<<min(pSat).value()<<"Max(pSat)="<<max(pSat).value

()<<endl;

138 Info<<"Min(alpha1)="<<min(alpha1).value()<<"Max(alpha1)="<<max(

alpha1).value()<<endl;

139 Info<<"Min(rho)="<<min(rho).value()<<"Max(rho)="<<max(rho).value()<<

endl;

140 Info<<"Min(T)="<<min(T).value()<<"Max(T)="<<max(T).value()<<endl;

141 Info<<"Min(Tbdy)="<<min(Tbdy).value()<<"Max(Tbdy)="<<max(Tbdy).value

()<<endl;

142

143 runTime.write();

144 Info<<"ExecutionTime="<<runTime.elapsedCpuTime()<<"s"<<"ClockTime="

<<runTime.elapsedClockTime()<<"s"<<nl<<endl;

145 }

146 Info<<"End\n"<< endl;

147 return 0;

148 }

149

150 // ******************************************************************* //
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Derivation of Clausius-Clapeyron Re-

lation
The Clausius-Clapeyron Relation is going to be derived in this Appendix . It is defined

as the slope of the tangents to the coexistence curve, the line separating the two phases

of matter. Mathematically it can be stated as:

dp

dT
=

∆H

T∆v
(E.1)

where

∆H = Specific Latent Heat

∆v = Specific Volume Change of Phase Transition

Assuming that the evaporation of the liquid occurs at temperatures much lower that the

critical temperature, the ideal gas approximation can be assumed which would imply that

the specific volume of vapor is much greater that the specific volume of liquid (vv >> vl).

So we assume ∆v ≈ vv and the Clausius Clapeyron relation for evaporation becomes:

dp

dT
=
∆Hv

Tvv
(E.2)

Using the Ideal Gas Law (vv = RT/p) we can write:

dp

dT
=
∆Hv p

T 2R
(E.3)

Generally the latent heat of vaporization varies along the coexistence curve as a function

of temperature. However, if it is assumed to be a constant we can write:

dp

p
=

(
∆Hv

R

)
dT

T 2
(E.4)

Integrating we obtain the Clausius-Claperon Relation

p = exp

[
−
(
∆Hv

R

)
1

T
+ A

]
(E.5)
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Expansion of Terms
In this Appendix, expansion of some frequently used term is going to be carried out. a,

b and c are considered scalars while V is a vector.

Expansion of Convection Term

∇ · (abcV ) =

(
∂

∂x
î+

∂

∂y
ĵ +

∂

∂z
k̂

)
· (abcVxî+ abcVy ĵ + abcVzk̂) (F.1)

The expansion of the convection term leads to:

∇ · (abcV ) =
∂

∂x
(abcVx) +

∂

∂y
(abcVy) +

∂

∂z
(abcVz)

= a
∂

∂x
(bcVx) + bcVx

∂a

∂x
+ a

∂

∂y
(bcVy) + bcVy

∂a

∂y

+ a
∂

∂z
(bcVz) + bcVz

∂a

∂z

= a

[
b
∂

∂x
(cVx) + cVx

∂b

∂x

]
+ bcVx

∂a

∂x
+ a

[
b
∂

∂y
(cVy) + cVy

∂b

∂y

]
+ bcVy

∂a

∂y
+ a

[
b
∂

∂z
(cVz) + cVz

∂b

∂z

]
+ bcVz

∂a

∂z

= bc

[
Vx

∂a

∂x
+ Vy

∂a

∂y
+ Vz

∂a

∂z

]
+ ac

[
Vx

∂b

∂x
+ Vy

∂b

∂y
+ Vz

∂b

∂z

]
+ ab

[
∂

∂x
(cVx) +

∂

∂y
(cVy) +

∂

∂z
(cVz)

]

(F.2)

So the convection term can be written as:

∇ · (abcV ) = bc (V · ∇a) + ac (V · ∇b) + ab [∇ · (cV )] (F.3)
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Expansion of Temporal Derivative

∂

∂t
(abc) = a

∂

∂t
(bc) + bc

∂a

∂t

= a

[
b
∂c

∂t
+ c

∂b

∂t

]
+ bc

∂a

∂t

= ab
∂c

∂t
+ ac

∂b

∂t
+ bc

∂a

∂t

(F.4)

The expansion yields:

∂

∂t
(abc) = ab

∂c

∂t
+ ac

∂b

∂t
+ bc

∂a

∂t
(F.5)
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