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1 INTRODUCTION

In this assignment, the Poisson problem is aimed to be solved using a Hybridisable Discontinuous
Galerkin (HDG) algorithm. To do that, it is started on the basis of a provided MATLAB code and it has
been modified in order to take into account the possibility of imposing Neumann and Robin Boundary
Conditions (BC). The domain in consideration is the following:

Ω= [0,1]2,

ΓN : = {
(x, y) ∈R2 : y = 1

}
,

ΓR : = {
(x, y) ∈R2 : x = 1

}
,

ΓD : = ∂Ω\ (ΓN ∪ΓR ).

It is aimed to solve the Poisson problem:
−∇· (κ∇u) = s inΩ,

u = uD on ΓD ,

n · (κ∇u) = t on ΓN ,

n · (κ∇u)+γu = g on ΓR .

2 HDG FORMULATION

The first step is to write the same equation element wise with the corresponding transmission condi-
tions: 

−∇· (κ∇ue ) = s inΩe ,

ue = uD on ΓD ,

n · (κ∇ue ) = t on ΓN ,

n · (κ∇ue )+γu = g on ΓR ,

�u ·n� = 0 on Γ,

�∇u ·n� = 0 on Γ.

Now, the mixed variable q is introduced in the problem as q = −κ∇u. Furthermore, the equation is
separated into the local problem -with the PDEs and the Dirichlet BC- and the global problem -with the
transmission conditions and the Neumann and Robin BC-. For that, the function û is introduced as a
scalar defined only along Γ∪ΓN ∪ΓR . It is an approximation of the trace of u in the inter-elemental faces
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as well as the Neumann and Robin BC edges.
−∇·q = s inΩe ,

q +κ∇u = 0 inΩe ,

ue = uD on ΓD ,

u = û on ∂Ωe \ΓD
n ·q = t on ΓN ,

n ·q +γu = g on ΓR ,

�q ·n� = 0 on Γ.

With this, the strong forms of the HDG have been derived. Note that the continuity of the primal variable
is implicitly enforced with the definition of û.
The weak form of the local problem consists in finding (qe ,ue ) such that:

(v,∇·qe )Ωe = (v, f )Ωe

(we , qe +∇u) = 0

In the local problem there is not any difference from the pure Dirichlet problem so, integrating by parts,
applying the divergence theorem and introducing the stabilisation term, the same weak form is obtained
than in the Dirichlet problem:

< v,τe ue >∂Ωe +(v,∇·qe )Ωe = (v, f )Ωe+< v,τe uD >ΓD +< v,τe û >∂Ωe \ΓD

(∇·w ,ue )Ωe − (we , qe ) =< ne ·w ,uD >ΓD +< ne ·w , û >∂Ωe \ΓD

The global problem presents differences as the Neumann and Robin contributions must be added:

ne l∑
i=1

<µ,ne · q̂e >∂Ωe \∂Ω +<µ,ne · q̂e + t >ΓN +<µ,ne · q̂e + g −γu >ΓR= 0

Substituting the numerical flux it is obtained weak form of the global problem:

ne l∑
i=1

<µ,τe ue >∂Ωe \ΓD +<µ,ne ·qe >∂Ωe \ΓD −<µ,τe û >∂Ωe \ΓD −<µ,γû >ΓN =−
ne l∑
i=1

<µ, t >ΓN +<µ, g >ΓR

Three additional terms have appeared and their contribution has to be added to the stiffness matrix and
force vector.

3 CODE IMPLEMENTATION

In the code, it has been implemented only the Robin BC type and the Neumann type has been consid-
ered a particular case of Robin BC where γ = 0. The implementation is summarised in the following
steps:

1. Differentiate the external faces between faces belonging to Dirichlet and the Robin BC type:
For that purpose, the same function hdg_preprocess has been used but then, an additional func-
tion has been defined to split the external faces into Dirichlet faces and Neumann faces. The
information has been stored in the variable infoFaces with the same format.

2. Adapt the rows column elimination for Dirichlet BC:
Now, there are degrees of freedom at some external edges. This means that nodes pertaining to
Dirichlet and Robin BC are mixed. A function has been defined to differentiate between both.
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3. Compute the contribution from the Robin BC:
From the formulation of the weak form it is seen that a term has to be added to the stiffness matrix.
This term is very similar to Aûû with the difference that τ is replaced by γ and the integration is
performed only along one face of the element, the one corresponding with the Robin BC. For that
purpose, the same function that computes the elemental matrices has been used making some
changes. In addition, the contribution to the body force has been computed in the same function.
The force vector has the same form than the Neumann BC contribution in continuous Galerkin
with the exception of the numerical integration. The implementation consists in a loop over each
face corresponding to a Robin BC and at each iteration the contribution is assembled at the global
stiffness matrix and force vector.

Finally, the convergence of the mixed variable q is required. For that, the same function to compute the
L 2 norm of the error of u has been used with some minimal changes.

4 NUMERICAL EXAMPLE

In this assignment, to perform a numerical example, an analytical function has been considered and it
has been calculated which functions should be used as source term and boundary conditions to get the
same analytical function as a solution of the PDE. Then this solution is compared with the approxima-
tion from the HDG algorithm. The function is the following:

u(x, y) =−log(κx +ay)−cos(exp(bx +γy))

The source term and functions corresponding to BC have been calculated:

s =−∇· (κ∇u
)=−κ

(∂2u

∂x2 + ∂2u

∂y2

)
s =−κ

( κ2 +a2

(κx +ay)2 +cos(exp(bx +γy)) ·exp(bx +γy)2 · (b2 +γ2)+ sin(exp(bx +γy)) ·exp(bx +γy)2 · (b2 +γ2)
)

t = n · (κ∇u) = κ · ∂u

∂y
= κ

( −a

κx +ay
+ sin(exp(bx +γy)) ·exp(bx +γy) ·γ

)
g = n · (κ∇u)+γu = κ · ∂u

∂x
+γu = κ

( −κ
κx +ay

+ sin(exp(bx +γy)) ·exp(bx +γy) ·b
)
+γ · (− log(κx +ay)−cos(exp(bx +γy))

)

5 NUMERICAL RESULT

For the numerical experiment, the values have been set as stated in the assignment: a = 2,b =−3,κ= 1.5
and γ = 4. The post-processed solution for polynomials of degree 4 is plotted along with the analytical
solution:

(a) Post-processed solution (b) Analytical solution
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Although the computed solution is a good approximation of the analytical solution, the convergence
plot does not behave as expected:

Figure 5.2: Convergence plot

The convergence of most of the solutions is about of order 1. And although the post-processed solu-
tion present a lower error, its order of convergence is less than two in all cases. This is not what it was
expected from the theory. The reason of this loss of order of convergence is that the analytical solution
presents a singularity at the origin where the solution tends towards infinity due to the logarithmic term.
It is well known that a singularity in the solution of a PDE reduces the order of convergence of the solu-
tion and that is what happens in this case.
To ensure that the algorithm has been applied correctly, a new analytical solution has been tried without
any singularity. This function is:

u(x, y) = si n(3π · x)+ si n(3π · y)

The same boundary conditions have been used. The source term and the functions of the BC term have
been computed following the same steps than for the previous function.

(a) Post-processed solution for sinusoidal function (b) Convergence plot for sinusoidal function

Now, it is seen that the order of convergence matches the theoretical one with an order of precision of
1%. The order of convergence for the primal and mixed variables is of order p +1 and the order of the
post-processed variable is of order p +2.
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6 CONCLUSIONS

In this assignment it has been implemented successfully the imposition of Robin boundary conditions
(and with it also the Neumann type). The correctness of the implementation has been ensured by com-
paring the obtained convergence ratio with the expected one. It has also been checked that type of
boundary condition does not affect the order of convergence of the solution.
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