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Abstract

Computational Fluid Dynamics (CFD) techniques are a widespread tool to simulate com-
plex flow problems, e.g. in the field of aerospace and automotive industries, biomedical,
chemical, and marine engineering. During the last decades, a great effort has been devoted
to validate numerical results provided by CFD simulations by means of experimental tests.
Hence, CFD tools are currently integrated in daily production routines of industries owing
to their reliability and their limited cost compared to experimental tests.

Finite volume (FV) methods are among the most popular CFD solvers in the industry. FV
methods naturally enforce conservation of physical laws and provide robust and efficient
solvers suitable for overnight computations of large problems. Classical FV methods, e.g.
the cell-centered (CCFV) and vertex-centered (VCFV) approaches, are known to suffer
from loss of accuracy in presence of stretched and irregular meshes. On the contrary,
the recently proposed face-centered (FCFV) paradigm is robust to mesh stretching and
deformation, is LBB-compliant and provides first-order accuracy for velocity, pressure and
strain tensor with no need of flux reconstruction.

In this work, an FCFV method for the steady-state incompressible Navier-Stokes equa-
tions is proposed. Voigt notation is utilized to enforce the symmetry of the stress tensor so
that physical tractions are applied on the Neumann boundary. A detailed mathematical
derivation is provided and numerical examples are presented to illustrate the accuracy and
efficiency of the proposed methodology on both synthetic and benchmark test cases from
the literature.

Keywords: finite volume method, face-centered, hybridisable discontinuous
Galerkin, lowest order approximation, incompressible Navier-Stokes equations
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Chapter 1

Introduction

1.1 Background

With the rise of computers and computing power, Computational Fluid Dynamics (CFD)
firstly appeared in the 1960s in the aerospace industry [2]. In the past decades, CFD has
been an active field of study and many methodologies were devised. Concerning spatial
discretisation, we can at first divide the schemes in three main categories: finite difference,
finite volume, and finite element. The finite volume method (FVM) has great advantages
as it directly utilises the conservation laws. Nowadays, it is the most widely spread method-
ology in the industry. There are several possibilities of defining the shape and position of
the control volume with respect to the grid. The two most popular approaches are the so
called cell-centered finite volume (CCFV) method [3] and the vertex-centered finite volume
(VCFV) method [4] depending on the localisation of the unknowns in the computational
mesh.

CCFV method defines unknowns at the centroid of the mesh cells [5]. It has the limitation
of nontrivial approximation of the gradient of the solution. Several techniques are devel-
oped to resolve this problem such as node averaging or least squares scheme [6, 7]. In all
these cases, the accuracy of the reconstruction is dependent on the mesh quality. Some
approaches fail to achieve first-order convergence of solution gradient on highly stretched
and deformed grids [8].

VCFV method defines unknowns at the cell nodes [9]. The reconstruction of solution
gradient is also required so it has the same disadvantage of poor performance under highly
stretched and deformed grids [6]. Moreover, both approaches use constant approximation
for velocity and pressure, thus requiring the introduction of stabilisation terms to avoid
spurious pressure modes [10].

Apart from FV methods, finite elements(FE) methods are also widely used in the simulation
of fluids. FE methods have been developed in 1950s since M. J. (Jon) Turner at Boeing
invented the so called Direct Stiffness Method [11]. It was firstly applied in structural
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engineering and has emerged as one of the most powerful methods so far devised. The
success of FE methods in structural mechanics and other problems governed by self-adjoint
elliptic or parabolic partial differential equations has a strong impetus for the application
of this method in the simulation of fluids. Compared with FV methods, FE methods
have the advantages that the solution in each element can be easily constructed from the
basis functions. However, solving viscous incompressible flows leads to three numerical
difficulties [10] when using FE methodology.

The first difficulty is related to the incompressibility of the flow. In this case, pressure
acts as a Lagrange multiplier of the incompressibility constraint. It will lead to a saddle-
point problem which requires an inf − sup condition to be satisfied in order to guarantee
the well-posedness of the problem. It can be solved either by resorting to LBB-compliant
FE pairs or by introducing stabilisation terms. A common strategy for LBB-compliant ap-
proximation relies on using different interpolation spaces for the variables, namely pressure
being interpolated with a lower order polynomial than the velocity field [12–14]. Another
remedy is the penalty method [15–17], which may be interpreted as enabling a relaxation
of the incompressible constraint. The problem can also be resolved by the augmented
method [18–20], which enriches the formulation with some residual terms arising from the
constitutive, equilibrium equations and the Dirichlet boundary condition.

The second difficulty comes from the nonlinear convection term. Two common approaches
are the Picard scheme and the Newton-Raphson scheme. The Newton-Raphson method
is generally capable of reaching the convergence of the equations in a small number of
iterations [21–23] while the Picard method converges linearly. In this project, the Newton’s
method is applied to solve the nonlinear system of Navier-Stokes equations.

The presence of convection operators also leads to the third difficulty in solving the Navier-
Stokes equations. When the convection influence dominates over the diffusion, solutions
to these problems by the Galerkin methods are often corrupted by spurious node-to-node
oscillations. There are two main remedies for the deficiency of the FE method. One is by
adding diffusion to the numerical scheme an the other is based on an upwind approxima-
tion of the convective term such as the Streamline-Upwind Petrov-Galerkin (SUPG) and
the Galerkin/Least-squares (GLS) methods [10]. In 1973, an ingenious technique called
discontinuous Galerkin (DG) was firstly introduced by Reed and Hill [24]. DG stabilizes
convection-dominated problems by appropriately defining numerical fluxes and high-order
accuracy can thus be obtained. The main drawback of DG is the duplication of degrees
of freedom and the consequent increase of computational cost. A possible workaround is
represented by the hybridizable discontinuous Galerkin (HDG) method [25–28].

HDG relies on the mixed hybrid formulation with discontinuous approximations element
by element. The degrees of freedom in each mesh elements, namely velocity, pressure
and strain tensor, are statically condensed and written in terms of the global unknown,
the hybrid velocity on the mesh faces. FCFV [29, 30], is obtained as a lowest-order HDG
method in which velocity, pressure and stress tensor are approximated as constant values
element-by-element whereas the hybrid velocity is discretised using a constant value on
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each face. Thus, FCFV inherits the optimal convergence properties of HDG, providing
first-order accuracy for velocity, pressure and strain tensor without the need to perform
flux reconstruction.

1.2 Aim of the project

The aim of this MSc Thesis is to implement an efficient FCFV solver for steady-state
incompressible Navier-Stokes equations and apply it to the simulation of the viscous lam-
inar flow problems of industrial interest. Voigt notation is exploited to strongly enforce
the symmetry of the stress tensor and to enforce physical tractions on Neumann bound-
aries. The proposed methodology is implemented using MATLAB R©. Both synthetic and
benchmark test cases from the literature are studied to validate the proposed method and
verify the optimal first-order convergence rates of velocity, pressure and strain tensor.

1.3 Outline

The manuscript consists of the following sections:

• Chapter One: Introduction. This chapter provides a general setting of the context,
with a short overview of the background and the target of the thesis.

• Chapter Two: FCFV method for the Stokes equations. This chapter presents the
derivation of the FCFV method for the Stokes equations. A brief introduction to
Voigt notation for symmetric second-order tensors is included. The integral forms of
FCFV local and global problems are detailed. Numerical studies are carried out to
validate of the method and verify optimal convergence rates of the discrete variables.

• Chapter Three: FCFV method for the Oseen equations. This chapter presents the
derivation of the FCFV method for the Oseen equations, which is a linearized form
of Navier-Stokes equations. It serves as a stepping stone to solve the Navier-Stokes
equation. The structure of the chapter is similar to what has been presented in
Chapter Two.

• Chapter Four: FCFV method for the Navier-Stokes equations. This chapter presents
the derivation of the FCFV method for the Navier-Stokes equations. The derivation
of the integral forms and matrix forms is similar to what was done in the Oseen
problem. Moreover, the Newton-Raphson method is introduced here in order to
solve the nonlinear global system. After verifying the optimal convergence rate of
the method using a synthetic example, a classic benchmark test for incompressible
laminar Navier-Stokes solver, namely the lid-driven cavity, is studied for different
values of the Reynolds number.
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• Chapter Five: Conclusion. This chapter provides a summary of the project and the
future developments of the current work.
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Chapter 2

FCFV method for the Stokes
equations

In this section, the stationary Stokes problem is considered. It is correspondent to steady
highly diffusive Navier-Stokes equations, where the velocity is very small compared with
viscous forces so that the convective term can be neglected. Voigt notation is introduced
in the strong form to apply real tractions at the Neumann boundary. The local and global
FCFV problems are written in integral form and the corresponding linear system is derived.
Two 2D numerical tests are presented to validate the methodology.

2.1 Governing equations of the Stokes flow

Let Ω ∈ Rnsd be an open bounded domain with boundary ∂Ω = ΓD∪ΓN , where ΓN and ΓD
are Dirichlet and Neumann boundaries respectively, ΓD ∩ ΓN = ∅, and nsd is the number
of spatial dimensions. Consider a Stokes problem with Dirichlet and Neumann boundary
conditions in Ω. The Cauchy formulation of the Stokes problem reads as

−∇ · σ = s in Ω,

∇ · u = 0 in Ω,

u = uD on ΓD,

σ · n = t on ΓN ,

(2.1.1)

For a Newtonian fluid, the stress tensor and the strain rate tensor are assumed to be
linearly related. The Cauchy stress tensor of a Stokes flow is define as [10]

σ = 2ν∇su− pInsd (2.1.2)

where (u, p) represents the velocity and pressure fields associated with the problem, ν is
the viscosity of the fluid, ∇su = 1

2
∇u+ 1

2
(∇u)T , and Insd is the identity tensor.
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Hence, the strong form of the boundary value Stokes equation can be rewritten as

−∇ · (2ν∇su− pInsd) = s in Ω,

∇ · u = 0 in Ω,

u = uD on ΓD,

n·
Ä
2ν∇su− pInsd

ä
= t on ΓN ,

(2.1.3)

where n is the outward unit normal vector to ∂Ω, and s, uD and t are, respectively, the
volumetric source term, the Dirichlet boundary datum to impose the value of the velocity
on ΓD and the Neumann boundary condition for the traction force on ΓN . The first
equation in Equation (2.1.3) is the conservation law of momentum. The second equation
represents conservation of mass and imposes incompressibility of the flow.

It’s worth mentioning that many researchers use the Laplace form of the Stokes flow by
rewriting the momentum equation as [10]

−∇ · (ν∇u) + ∇p = s in Ω (2.1.4)

by exploiting the incompressibility ∇·u = 0. In this case, in the Neumann boundary
condition the real traction is replaced by the natural boundary condition for the Laplace
form:

n·
Ä
ν∇u− pInsd

ä
= t on ΓN , (2.1.5)

which is called pseudo-traction. The Laplace form and strong form of the momentum
equation are equivalent while those of the Neumann boundary condition are not. The
inconsistency with physics may cause some problems in application. In the paper by
Limache et al. [31], spurious results are observed in the simulation of a fluid-structure-
interation problem due to the simplification of boundary condition. Therefore, physical
tractions are applied on the Neumann boundary in this project.

Giacomini et al. [32] showed that with the help of Voigt notation, the imposition of physical
tractions is straightforward in the context of viscous flows. In this thesis, we will exploit
Voigt notation to define a symmetric mixed variable for FCFV representing the strain
tensor following the framework in [30].

2.2 Voigt notation for symmetric second-order ten-

sors

The idea of Voigt notation is to store a symmetric tensor in a vectorial format by appro-
priately rearranging its diagonal and off-diagonal components.

Owing to the symmetry of the strain rate tensor, ∇su can be fully represented by msd =
nsd(nsd + 1)/2 components (i.e. three in 2D and six in 3D). According to the arrangement
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proposed by Fish and Belytschko [33], the following column vector is used for vectorising
the strain rate tensor

ev :=


î
e11, e22, e12

óT
in 2D,î

e11, e22, e33, e12, e13, e23

óT
in 3D.

(2.2.1)

The components of the strain rate in Equation (2.2.1) are

eij :=
∂ui
∂xj

+ (1− δij)
∂uj
∂xi

, for i, j = 1, . . . , nsd and i ≤ j , (2.2.2)

where δij is the classical Kronecker delta. The strain rate tensor ∇su is expressed with
components in ev by multiplying the off-diagonal terms eij, i 6= j with a factor 1/2

∇su :=



 e11 e12/2

e12/2 e22

 in 2D,


e11 e12/2 e13/2

e12/2 e22 e23/2

e13/2 e23/2 e33

 in 3D.

(2.2.3)

Thus, the strain rate tensor can be written as ev = ∇su by introducing the msd × nsd
matrix

∇s :=



∂/∂x1 0 ∂/∂x2

0 ∂/∂x2 ∂/∂x1

T in 2D,


∂/∂x1 0 0 ∂/∂x2 ∂/∂x3 0

0 ∂/∂x2 0 ∂/∂x1 0 ∂/∂x3

0 0 ∂/∂x3 0 ∂/∂x1 ∂/∂x2


T

in 3D.

(2.2.4)

The stress tensor can be rewritten as σv = D∇su − Ep, where the vector E ∈ Rmsd and
the matrix D ∈ Rmsd×msd read as

E :=


î
1, 1, 0

óT
in 2D,î

1, 1, 1, 0, 0, 0
óT

in 3D.
D :=



2νInsd 0nsd×1

0Tnsd×1 ν

 in 2D,2νInsd 0nsd

0nsd νInsd

 in 3D.

(2.2.5)

The Neumann boundary condition applied on ΓN can be written as NTσv = t by intro-
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ducing the msd × nsd matrix

N :=



n1 0 n2

0 n2 n1

T in 2D,


n1 0 0 n2 n3 0

0 n2 0 n1 0 n3

0 0 n3 0 n1 n2


T

in 3D,

(2.2.6)

Rewrite the strong form of the Stokes equation using the Voigt notation, we have



−∇T
s (D∇su− Ep) = s in Ω,

ET∇su = 0 in Ω,

u = uD on ΓD,

NT (D∇su− Ep) = t on ΓN ,

(2.2.7)

In this form, one can notice that the strongly enforced symmetry of the stress tensor
gives the real traction force while the velocity-pressure formulation usually impose pseudo-
traction which only account for the gradient of the velocity field instead of its symmetric
part [10].

2.3 The FCFV framework

As explained in the introduction, the FCFV method is in essence a lowest order HDG
method. Firstly, the strong form of the Stokes problem is proposed in the broken domain
and a mixed variable is introduced. Secondly, the mixed problem is separated into the
local and global ones. Then the integral forms of the FCFV local and global problems are
derived using a constant degree of approximatios for all the variables.

2.3.1 FCFV strong forms

The domain Ω is partitioned in nel disjoint subdomains Ωe. The set of internal faces Γ is
defined as

Γ :=
ï nel⋃
e=1

∂Ωe

ò
\ ∂Ω (2.3.1)

In the proposed FCFV method, we introduce a mixed formulation to solve over broken
domain the system of 1st order equations. Equation (2.2.7) can be rewritten on the broken
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domain and in mixed form as:

L+ D1/2∇su = 0 in Ωe, and for e = 1, . . . , nel,

∇T
s

Ä
D1/2L+ Ep

ä
= s in Ωe, and for e = 1, . . . , nel,

ET∇su = 0 in Ωe, and for e = 1, . . . , nel,

u = uD on ΓD,

NT
Ä
D1/2L+ Ep

ä
= −t on ΓN ,

Ju⊗ nK = 0 on Γ,

JNT
Ä
D1/2L+ Ep

ä
K = 0 on Γ,

(2.3.2)

where L is the so-called mixed variable representing the strain tensor. The last two equa-
tions are the transmission conditions enforcing the continuity of respectively the velocity
and the flux across the interface Γ, where the jump operator J�K is defined along each
portion of the interface as the sum of the values from the element on the right and the left,
namely Ωe and Ωl [34],

J�K = �e +�l. (2.3.3)

Remark 1 In case of a purely Dirichlet problem(i.e. ΓN = ∅), we need to add one more
constrain to avoid indeterminacy of the pressure. A common choice relies on imposing zero
mean value of the pressure on the whole domain, see e.g. [35,36]:

1

|Ω|

∫
Ω
pdΩ = 0 (2.3.4)

Starting from the mixed formulation on the broken computational domain, the problem
can be solved in two stages.

First, a set of nel local problems is introduced to define (Le,ue, pe) element-by-element in
terms of a novel independent variable û, namely

Le + D1/2∇sue = 0 in Ωe

∇T
s

Ä
D1/2Le + Epe

ä
= s in Ωe

ET∇sue = 0 in Ωe

ue = uD on ∂Ωe ∩ ΓD,

ue = û on ∂Ωe \ ΓD,

(2.3.5)

where û represents the trace of the velocity on the mesh skeleton Γ ∪ ΓN . Remark that
Equation (2.3.5) is a purely Dirichlet boundary value problem. An additional constraint
has to be added to remove the indeterminacy of the pressure, namely

1

|∂Ωe|

∫
∂Ωe

pedΓ = ρe (2.3.6)

where ρe denotes the mean pressure on the boundary of the element Ωe.
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Similarly, the global problem in Voigt notation is
Ju⊗ nK = 0 on Γ,

JNT (D1/2L+ E p)K = 0 on Γ,

NT (D1/2L+ E p) = −t on ΓN ,

(2.3.7)

As the continuity of u is already guaranteed by the uniqueness of û for each point of Γ,
the jump of u in Equation (2.3.7) is automatically satisfied. Therefore, the transmission
conditions are simply JNT (D1/2L+ E p)K = 0 on Γ,

NT (D1/2L+ E p) = −t on ΓN ,
(2.3.8)

The compatibility condition imposing the weak incompressibility constraint element by
element is used to close the global problem∫

∂Ωe\ΓD

ETNeûdΓ +
∫
∂Ωe∩ΓD

ETNeuDdΓ = 0 (2.3.9)

2.3.2 FCFV integral forms

For each cell e = 1, . . . , nel, we calculate the integral form of the problem by applying the
divergence theorem. The local problems reads as∫

Ωe

LhedΩ +
∫
∂Ωe

NT
e D1/2uhedΓ = 0

∫
∂Ωe

NT
e (D1/2Lhe + Ephe

∧

)dΓ =
∫

Ωe

sdΩ

∫
∂Ωe\ΓD

ETNeûdΓ +
∫
∂Ωe∩ΓD

ETNeuDdΓ = 0

1

|∂Ωe|

∫
∂Ωe

pedΓ = ρe

(2.3.10)

where the trace of the numerical flux is defined as follows

NT
e

Ä
D1/2Lhe+E phe

∧ä
:=

NT
e

Ä
D1/2Lhe + E phe

ä
+ τ d(uhe − uD) on ∂Ωe ∩ ΓD,

NT
e

Ä
D1/2Lhe + E phe

ä
+ τ d(uhe − ûh) elsewhere.

(2.3.11)

The stabilisation parameter τ d is defined as τ d = κν
l
, where κ is the scaling factor, l is a

characteristic length of the domain. It is uniform everywhere and appropriate κ is chosen
from the sensitivity study. The stabilisation parameter plays a crucial role in the stability,
accuracy and convergence properties of the resulting FCFV method [37].
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It needs to be mentioned that the third equation in (2.3.10) which describes the incom-
pressibility of the flow is simply a function of û and uD after introducing integration by
parts. Therefore, it will be moved to the global problem, see Equation (2.3.9).

By plugging Equation (2.3.11) into Equation (2.3.10) and introducing the Dirichlet bound-
ary conditions of the local problem we have

∫
Ωe

LhedΩ +
∫
∂Ωe∩ΓD

NT
e D1/2uDdΓ +

∫
∂Ωe\ΓD

NT
e D1/2ûhdΓ = 0

∫
∂Ωe

NT
e (D1/2Lhe + Ephe )dΓ +

∫
∂Ωe

τ duhedΓ =
∫

Ωe

sdΩ +
∫
∂Ωe∩ΓD

τ duDdΓ +
∫
∂Ωe\ΓD

τ dûhdΓ

1

|∂Ωe|

∫
∂Ωe

pedΓ = ρe

(2.3.12)
Applying the divergence theorem in the momentum equation in Equation (2.3.12) again,
we have

∫
Ωe

LhedΩ +
∫
∂Ωe∩ΓD

NT
e D1/2uDdΓ +

∫
∂Ωe\ΓD

NT
e D1/2ûhdΓ = 0

∫
Ωe

(∇T
s D1/2Lhe + ∇T

s Ephe )dΩ +
∫
∂Ωe

τ duhedΓ =
∫

Ωe

sdΩ +
∫
∂Ωe∩ΓD

τ duDdΓ +
∫
∂Ωe\ΓD

τ dûhdΓ

1

|∂Ωe|

∫
∂Ωe

pedΓ = ρe

(2.3.13)
Analogously, the integral form of the global problem can be written as

nel∑
e=1

ß∫
∂Ωe∩Γ

NT
e (D1/2Lhe + Ephe

∧

)dΓ +
∫
∂Ωe∩ΓN

NT
e (D1/2Lhe + Ephe

∧

) + tdΓ
™

= 0 (2.3.14)

Plugging (2.3.11) into Equation (2.3.14), the integral global form reads as

nel∑
e=1

ß∫
∂Ωe\ΓD

(NT
e D1/2Lhe + NT

e Ephe )dΓ +
∫
∂Ωe\ΓD

τ duhedΓ−
∫
∂Ωe\ΓD

τ dûhdΓ
™

= −
nel∑
e=1

∫
∂Ωe∩ΓN

tdΓ

(2.3.15)

As discussed before, the compatibility condition is included in the global form to close the
problem ∫

∂Ωe\ΓD

ETNeûdΓ +
∫
∂Ωe∩ΓD

ETNeuDdΓ = 0 for e = 1, . . . , nel

11



2.3.3 FCFV linear system

For the sake of readability, henceforth the superscript h is omitted in the derivation of the
linear system. Moreover, we introduce the following notation for the sets of faces

Ae := 1, . . . , nfc (2.3.16)

De := {j ∈ Ae|Γe,j ∩ ΓD 6= ∅} (2.3.17)

Ne := {j ∈ Ae|Γe,j ∩ ΓN 6= ∅} (2.3.18)

Be := Ae \ De = {j ∈ Ae|Γe,j ∩ ΓD = ∅} (2.3.19)

Ie := {j ∈ Ae|Γe,j ∩ ∂Ω = ∅} (2.3.20)

(2.3.21)

where Ae is the set of indices for all the faces of element Ωe, De is the set of indices for all
the faces of element Ωe on the Dirichlet boundary, Ne is the set of indices for all the faces
of element Ωe on the Neumann boundary, Be is the set of indices for all the faces of element
Ωe not on the Dirichlet boundary, Ie is the set of indices for all the faces of element Ωe not
on the boundary.

With a degree of approximation k = 0 in each element for both Le,ue,pe and also a degree
of approximation k = 0 in each face/edge for û, the integral form of the local problem
leads to

− |Ωe|Le =
∑
j∈De

|Γe,j|D1/2Ne,juD,j +
∑
j∈Be
|Γe,j|D1/2Ne,jûj (2.3.22a)

∑
j∈Ae

|Γe,j|τ dj ue = |Ωe|se +
∑
j∈De

|Γe,j|τ dj uD,j +
∑
j∈Be
|Γe,j|τ dj ûj (2.3.22b)

pe = ρe (2.3.22c)

Benefiting from the constant degree of approximation, the two equations of the local prob-
lem decouple and it is possible to obtain a closed form expression for Le, ue and pe as a
function of û and ρe namely

Le = −|Ωe|−1ze − |Ωe|−1
∑
j∈Be
|Γe,j|D1/2Ne,jûj (2.3.23a)

ue = α−1
e βe + α−1

e

∑
j∈Be
|Γe,j|τ dj ûj (2.3.23b)

pe = ρe (2.3.23c)

where

αe :=
∑
j∈Ae

|Γe,j|τ dj (2.3.24a)

βe := |Ωe|se +
∑
j∈De

|Γe,j|τ dj uD,j (2.3.24b)
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ze :=
∑
j∈De

|Γe,j|D1/2Ne,juD,j (2.3.24c)

Similarly, with a degree of approximation k = 0 in the global equations, we have

nel∑
e=1

ß
|Γe,i|NT

e,iD
1/2Le+|Γe,i|ETNe,i pe+|Γe,i|τ di ue−|Γe,i|τ di ûi

™
= −

nel∑
e=1

|Γe,i|tiXN e(i) for i ∈ Be,
(2.3.25a)

∑
j∈Be
|Γe,j|ETNe,iû = −

∑
j∈De

|Γe,j|ETNe,juD,j for e = 1, . . . , nel , (2.3.25b)

where XN e is the indicator function of the set Ne, i.e.

XN e(i) =

1 if i ∈ Ne
0 otherwise

(2.3.26)

After introducing the closed form expressions of the mixed and primal variable of Equa-
tion(2.3.23a) and Equation(2.3.23b), a linear system of equations is obtained

nel∑
e=1

ß
|Γe,i|NT

e,iD
1/2(−|Ωe|−1ze − |Ωe|−1|Γe,j|NT

e,jD
1/2ûi)+|Γe,i|ETNe,i pe

+|Γe,i|τ di (α−1
e βe + α−1

e |Γe,j|τ dj ûj)−|Γe,i|τ di ûi

™
= −

nel∑
e=1

|Γe,i|tiXN e(i) for i, j ∈ Be,

(2.3.27a)

∑
j∈Be
|Γe,j|ETNe,jûj = −

∑
j∈De

|Γe,j|ETNe,juD,j for e = 1, . . . , nel , (2.3.27b)

The global problem can be written in terms of the global unknowns û and ρ. The following
linear system is obtained: [

K̂ûû K̂ûρ

K̂T
ûρ 0nel

]®
û
ρ

´
=

{
f̂û
f̂ρ

}
(2.3.28)

(K̂ûû)
e
i,j := |Γe,i|(|Γe,j|α−1

e τ di τ
d
j Insd−|Γe,j||Ωe|−1NT

e,iD
1/2D1/2Ne,j−τ di δijInsd) (2.3.29a)

(K̂ûρ)
e
i := |Γe,i|ETNe,i (2.3.29b)

(f̂û)
e
i := |Γe,i|(−τ di α−1

e βe + |Ωe|−1NT
e,iD

1/2ze − tiXN e(i)) (2.3.29c)

(f̂ρ)
e := −

∑
j∈De

|Γe,j|ETNe,iuD,j (2.3.29d)

for i, j ∈ Be.
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Remark 2 As aforementioned, if all Dirichlet boundaries are applied (i.e., ΓN = ∅), we
impose zero mean value of the pressure on the whole domain to avoid the indeterminancy
of the pressure:

nel∑
e=1

|Ωe|ρe = 0. (2.3.30)

In this case, an additional equation will be added to the global system of Equation (2.3.28)
by means of a Lagrange multiplier, which acts as the extra constraint on the pressure.
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2.4 Numerical studies

In this section, two examples are utilized to verify accuracy and the convergence rate of
the FCFV method for Stokes equations – one is the rotating flow and the other is the
modified Wang flow. First, simulations are carried out under difference mesh sizes and
the numerical results are qualatitively compared with the analytical solution. Second, the
convergence rate of the L2 error of primal and mixed variables is analyzed. At last, the
influence of the stabilisation parameter on the accuracy of the results is studied.

2.4.1 Optimal convergence rate of the primal and mixed vari-
ables

Two kinds of structured meshes are considered in the numerical studies, which are il-
lustrated in Figure 2.1. The triangular mesh is constructed by dividing each cell in the
quadrilateral mesh into four parts. The characteristic cell size is h = 2−r where r denotes
the level of mesh refinement.

(a) Quadrilateral mesh (b) Triangular mesh

Figure 2.1: Second level of refinement for two types of mesh

Rotating flow

The first example of a two dimensional synthetic problem is taken from [10] and is consid-
ered in the domain Ω = [0, 1]2. It is the analytical solution of stationary Stokes flow where
the fluid viscosity is taken as ν = 1. The boundary ∂Ω is split into two disjoint parts,
namely ΓN = {(x, y) ∈ R2|y = 0} where a traction t is imposed and ΓD = ∂Ω\ΓN where
a velocity profile uD is set. The source term s and the boundary data t are chosen such
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that the analytical solution is
u1(x, y) = x2(1− x)2(2y − 6y2 + 4y3),

u2(x, y) = −y2(1− y)2(2x− 6x2 + 4x2),

p(x, y) = x(1− x)

(2.4.1)

where u1 and u2 are the two components of the velocity field vector u.

The feature of the rotating flow can be observed in Figure 2.2, which illustrates that the
velocity vectors rotate around the center of the domain. The analytical solution of velocity
and pressure fields are shown in Figure 2.3 for comparison with the numerical ones.

Figure 2.2: Analytical velocity vectors

(a) ‖u‖2 (b) p

Figure 2.3: Analytical velocity and pressure fields

The numerical results calculated with the different levels of mesh refinements are illustrated
in Figure 2.4 and Figure 2.5. The stabilisation parameter at each face is chosen as a
constant value τ d = 10ν

l
. Compared with Figure 2.3, the increase in accuracy of the velocity

and pressure fields can be observed as the mesh is refined. Moreover, triangular meshes
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perform better than the quadrilateral ones because, for a given level of mesh refinements,
they feature a higher number of degrees of freedom with respect to the corresponding
quadrilateral ones.

(a) QUA H4 (b) QUA H6 (c) TRI H4 (d) TRI H6

Figure 2.4: Numerical approximation of the module of velocity (QUA: quadrilateral mesh,
TRI: triangular mesh; H4: fourth level refinement, H6: sixth level refinement)

(a) QUA H4 (b) QUA H6 (c) TRI H4 (d) TRI H6

Figure 2.5: Numerical approximation of the pressure field (QUA: quadrilateral mesh, TRI:
triangular mesh; H4: fourth level refinement, H6: sixth level refinement)

The optimal convergence rate is studied with the L2(Ω) norm of the error, which is defined
as

‖Eω‖L2(Ω) =
ß∫

Ω(ωh − ω) · (ωh − ω)dΩ∫
Ω ω · ωdΩ

™1/2

(2.4.2)

where ω is the exact solution and ωh is the numerical approximation. In this problem, ω
can be u, L and p.

Figure 2.6 shows the convergence rate of the error of the primal and mixed variables mea-
sured in the L2(Ω) norm as a function of the characteristic element size with both quadri-
lateral and triangular meshes. It can be observed that optimal first-order convergence rate
is achieved for the velocity, strain tensor and pressure.
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(a) u (b) L (c) p

Figure 2.6: Convergence rate of rotating flow

Modified Wang flow

The second example is a modified Wang flow. The pressure is redefined to be p = x(1−x).
The boundary ∂Ω is also split into two disjoint parts, namely ΓN = {(x, y) ∈ R2|y = 0}
where a traction t is imposed and ΓD = ∂Ω\ΓN where a velocity profile uD is set. The
viscosity parameter is set to ν = 1 and the source term s and the boundary data t are
chosen such that the analytical solution is

u1(x, y) = 2y − λ exp(−λy) cos(λx),

u2(x, y) = λ exp(−λy) sin(λx),

p(x, y) = x(1− x);

(2.4.3)

The analytical solution of velocity and pressure fields are shown in Figure 2.7.

(a) u1 (b) u2 (c) p

Figure 2.7: Analytical velocity and pressure fields

The numerical results calculated with the sixth and ninth level meshes are illustrated in
Figure 2.8 and 2.9. In this case, the stabilisation parameter is also set to be τ d = 10ν

l
.

Same as what has been observed in the rotating flow, the refinement of the mesh gives an
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increase in the accuracy of the result. In this case, reasonable velocity plots can be obtained
with sixth level mesh while the discrepancy of the pressure field is relatively large. If we
refine the mesh to the ninth level, an accurate pressure field can be obtained. Usually, the
accuracy of pressure is more difficult to achieve than that of velocity. We might need a
very fine mesh in order to guarantee an acceptable error in the pressure field.

(a) QUA H6 (b) QUA H9 (c) TRI H6 (d) TRI H9

Figure 2.8: Numerical approximation of u1 (QUA: quadrilateral mesh, TRI: triangular
mesh; H6: sixth level refinement, H9: ninth level refinement)

(a) QUA H6 (b) QUA H9 (c) TRI H6 (d) TRI H9

Figure 2.9: Numerical approximation of u2 (QUA: quadrilateral mesh, TRI: triangular
mesh; H6: sixth level refinement, H9: ninth level refinement)

(a) QUA H6 (b) QUA H9 (c) TRI H6 (d) TRI H9

Figure 2.10: Numerical approximation of the pressure field (QUA: quadrilateral mesh,
TRI: triangular mesh; H6: sixth level refinement, H9: ninth level refinement)
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Same as the first example, the convergence rate is studied on the modified Wang flow with
the boundary conditions as mentioned before. The stabilisation parameter is chosen to
be 10ν

l
over the whole domain. It can be seen from Figure 2.11 that optimal convergence

rates are achieved for both primal and mixed variables.

(a) u (b) L (c) p

Figure 2.11: Convergence rate of the modified Wang flow

2.4.2 Influence of the stabilisation parameter

As mentioned above, the stabilisation parameter plays an important role in the accuracy,
stability and convergence rate of the method [26,38,39]. Therefore, further studies on the
stabilisation parameter has been done for the Stokes problem.

Figure 2.12 shows the evolution of the L2 norm error of primal and mixed variables u,p
and L with respected to the stabilisation parameter τ d for the mesh of the fourth and fifth
level of refinement. It is tested by two examples above – Ex1: rotating flow, Ex2: modified
Wang flow. For values of κ between 1 and 50 the error in all variables is acceptable. Thus,
the choice κ = 10 is utilized above for the convergence study.
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(a) Ex1 Quadrilateral mesh (b) Ex1 Triangular mesh

(c) Ex2 Quadrilateral mesh (d) Ex2 Triangular mesh

Figure 2.12: Error evolution of u, p and L as a function of κ
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Chapter 3

FCFV method for the Oseen
equations

One of the main numerical difficulties of incompressible Navier-Stokes equations is the
nonlinearity introduced by the convection term. In this chapter, a linearized version of the
convection term is considered via the Oseen equations. Same as what we have done in the
Stokes problem, the strong form is written using Voigt notations. Then the FCFV method
is applied in order to derive the integral form and the linear system of equations. At
last, one 2D example of the rotating flow from the analytical solution of the Navier-Stokes
problem is analysed to validate the method. The optimal convergence rate is studied.
Moreover, the influence of the different choices of advection stabilisation parameters and
their magnitude are presented.

3.1 Governing equations

The Oseen equations are the linearized incompressible Navier-Stokes equations with a
linear solenoidal convective field a. The strong form is written as:

−∇ · (2ν∇su− pInsd) + ∇·(u⊗ a) = s in Ω,

∇ · u = 0 in Ω,

u = uD on ΓD,

n·
Ä
2ν∇su− pInsd

ä
− (u⊗ a)n = t on ΓN ,

(3.1.1)

where a is a divergence-free convective field. If a · n = 0, a tension t is applied on the
Neumann boundary, modelling a physical wall. Otherwise, an artificial condition is imposed
on ΓN which allows to model outflow boundaries for internal flows. In this project, a is
defined as the analytical solution of the velocity. The only difference between the Stokes
equations and the Oseen equations is the introduction of the linear convection term.
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3.2 The FCFV framework

The derivation of the FCFV formulations of the Oseen equations is similar to what we
have done for the Stokes problem. Firstly, we write the strong form of the local and global
problem using Voigt notations. Second, we apply divergence theorem to derive the integral
forms. Then by assuming constant approximation in each element, the linear system of
equations is obtained.

3.2.1 FCFV strong forms

We can rewrite Equation (3.1.1) into the Voigt form by adding the convection term to the
Voigt form of the Stokes equations

−∇T
s (D∇su− Ep) + ∇(u⊗ a) = s in Ω,

ET∇su = 0 in Ω,

u = uD on ΓD,

NT (D∇su− Ep)− (u⊗ a)n = t on ΓN ,

(3.2.1)

Equation (3.2.1) can be rewritten on the broken domain and in mixed form as

L+ D1/2∇su = 0 in Ωe, and for e = 1, . . . , nel,

∇T
s D1/2L+ ∇T

s Ep+ ∇·(u⊗ a) = s in Ωe, and for e = 1, . . . , nel,

E∇su = 0 in Ωe, and for e = 1, . . . , nel,

u = uD on ΓD,

NT (D1/2L+ Ep) + (u⊗ a)n = −t on ΓN ,

Ju⊗ nK = 0 on Γ,

J NT (D1/2L+ Ep) + (u⊗ a)nK = 0 on Γ,

(3.2.2)

By adding the convection term to the local and global problem of the Stokes equations, we
have the local problems defined as

Le + D1/2∇sue = 0 in Ωe

∇T
s D1/2Le + ∇T

s E pe + ∇·(ue ⊗ a) = s in Ωe

ET∇sue = 0 in Ωe

ue = uD on ∂Ωe ∩ ΓD,

ue = û on ∂Ωe \ ΓD,

(3.2.3)

Similar to the Stokes problem, an additional constraint is added to remove the indetermi-
nacy of the pressure, namely

1

|∂Ωe|

∫
∂Ωe

pedΓ = ρe

23



The trace of the velocity û and the mean pressure ρ on the element boundaries are deter-
mined by solving the global problem accounting for the following transmission conditions
and the Neumann boundary conditionsJNT (D1/2L+ E p) + (u⊗ a)nK = 0 on Γ,

NT (D1/2L+ E p) + (u⊗ a)n = −t on ΓN ,
(3.2.4)

The compatibility condition is utilized to close the global problem∫
∂Ωe\ΓD

ETNeûdΓ +
∫
∂Ωe∩ΓD

ETNeuDdΓ = 0

3.2.2 FCFV integral forms

For each cell e = 1, . . . , nel, we calculate the integral form of the problem by applying the
divergence theorem. The local problems reads as∫

Ωe

LhedΩ +
∫
∂Ωe

NT
e D1/2uhedΓ = 0

∫
∂Ωe

NT
e (D1/2Lhe + Ephe

∧

)dΓ +
∫
∂Ωe

(uhe ⊗ a
∧

)nedΓ =
∫

Ωe

sdΩ

1

|∂Ωe|

∫
∂Ωe

phedΓ = ρhe

(3.2.5)

The diffusive numerical traces is defined as in Equation (2.3.11)

The trace of the convective flux can be defined as

(ÿ�uhe ⊗ a)ne :=

(uD ⊗ a)ne + τa(uhe − uD) on ∂Ωe ∩ ΓD,

(ûh ⊗ a)ne + τa(uhe − ûh) elsewhere,
(3.2.6)

where τa is the local stabilisation parameter related to the advection.

In order to describe the contribution of both the diffusion and convection terms to the
stabilisation parameter, the diffusive part of the numerical fluxes is stabilized using a
parameter proportional to the viscosity, whereas for the convection term the characteristic
velocity field of the fluid is considered, namely

τ d = κ
ν

`
, τa = β‖a‖L2(Ω)

The definition of τ d and κ have been already presented in Chapter2, whereas β is the
scaling factor of τa. For the simplicity of notation in the following integral and matrix
form, we define the total stabilisation parameter τ = τa + τ d [40]. This choice is based on
dimensional analysis which requires that τ has the same dimension unit as the velocity and
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the ratio ν
`

[36]. In this way, the stabilisation parameter takes into account the influence of
both convection and diffusion phenomena of the problem. There are also other definitions
of τa such as τa = β‖a‖2 or the upwind type τa = βmax{0,a ·n}. The influence of these
choices will be analysed afterwards.

After applying the trace of numerical flux and convection and the Dirichlet boundary
conditions, the integral formulation of the local problems is as follows∫

Ωe

LhedΩ +
∫
∂Ωe∩ΓD

NT
e D1/2uDdΓ +

∫
∂Ωe\ΓD

NT
e D1/2ûhdΓ = 0

∫
∂Ωe

NT
e (D1/2Lhe + Ephe )dΓ +

∫
∂Ωe∩ΓD

(a · ne)uDdΓ +
∫
∂Ωe\ΓD

(a · ne)ûhdΓ +
∫
∂Ωe

τuhedΓ

=
∫

Ωe

sdΩ +
∫
∂Ωe∩ΓD

τuDdΓ +
∫
∂Ωe\ΓD

τ ûhdΓ

1

|∂Ωe|

∫
∂Ωe

phedΓ = ρhe

(3.2.7)
Apply the divergence theorem in the momentum equation in Equation (3.2.7) again, it
gives∫

Ωe

LhedΩ +
∫
∂Ωe∩ΓD

NT
e D1/2uDdΓ +

∫
∂Ωe\ΓD

NT
e D1/2ûhdΓ = 0

∫
Ωe

(∇T
s D1/2Lhe + ∇T

s Ephe )dΩ +
∫
∂Ωe∩ΓD

(a · ne)uDdΓ +
∫
∂Ωe\ΓD

(a · ne)ûhdΓ +
∫
∂Ωe

τuhedΓ

=
∫

Ωe

sdΩ +
∫
∂Ωe∩ΓD

τuDdΓ +
∫
∂Ωe\ΓD

τ ûhdΓ

1

|∂Ωe|

∫
∂Ωe

phedΓ = ρhe

(3.2.8)
Similarly, the integral form of the global problem reads as

nel∑
e=1

ß∫
∂Ωe∩Γ

(NT
e (D1/2Lhe + Ephe

∧

) + (uhe ⊗ a
∧

)ne)dΓ

+
∫
∂Ωe∩ΓN

(NT
e (D1/2Lhe + Ephe

∧

) + (uhe ⊗ a
∧

)ne + t)dΓ
™

= 0

(3.2.9)
Plug the equations of diffusive numerical traces and the flux of convection into Equation
(3.2.10), the integral global form reads as

nel∑
e=1

ß∫
∂Ωe\ΓD

(NT
e D1/2Lhe + NT

e Ephe + (ûh ⊗ a)ne)dΓ +
∫
∂Ωe\ΓD

τuhedΓ−
∫
∂Ωe\ΓD

τ ûhdΓ
™

= −
nel∑
e=1

∫
∂Ωe∩ΓN

tdΓ

(3.2.10)

25



Equation (3.2.10) can be simplified with the following equation

nel∑
e=1

∫
∂Ωe\ΓD

(û⊗ a)nedΓ =
nel∑
e=1

∫
∂Ωe∩ΓN

(û⊗ a)nedΓ (3.2.11)

as û and a are unique on the internal skeleton of the domain. This gives

nel∑
e=1

ß∫
∂Ωe\ΓD

(NT
e D1/2Lhe + NT

e Ephe )dΓ +
∫
∂Ωe\ΓD

τuhedΓ−
∫
∂Ωe\∂Ω

τ ûhdΓ

−
∫
∂Ωe∩ΓN

(τ − a · ne)ûhdΓ
™

= −
nel∑
e=1

∫
∂Ωe∩ΓN

tdΓ

(3.2.12)

As discussed before, the compatibility condition is included in the global form to close the
problem ∫

∂Ωe\ΓD

ETNeûdΓ +
∫

Ωe∩ΓD

ETNeuDdΓ = 0 (3.2.13)

3.2.3 FCFV linear system

For the sake of readability, henceforth the superscript h is omitted. With a degree of
approximation k = 0 in each element for both Le,ue,pe and also a degree of approximation
k = 0 in each face/edge for û, the integral form of the local problem leads to

− |Ωe|Le =
∑
j∈De

|Γe,j|D1/2Ne,juD,j +
∑
j∈Be
|Γe,j|D1/2Ne,jûj∑

j∈Ae

|Γe,j|τjue = |Ωe|se +
∑
j∈De

|Γe,j|(τj − a · nj)uD,j +
∑
j∈Be
|Γe,j|(τj − a · nj)ûj

pe = ρe

(3.2.14)

In this way, Le and ue is decoupled and can be written as a function of û

Le = −|Ωe|−1ze − |Ωe|−1
∑
j∈Be
|Γe,j|D1/2Ne,jûj (3.2.15a)

ue = α−1
e βe + α−1

e

∑
j∈Be
|Γe,j|(τj − aj · nj)ûj (3.2.15b)

pe = ρe (3.2.15c)

where

αe :=
∑
j∈Ae

|Γe,j|τj (3.2.16a)

βe := |Ωe|se +
∑
j∈De

|Γe,j|(τj − aj · nj)uD,j (3.2.16b)

ze :=
∑
j∈De

|Γe,j|D1/2Ne,juD,j (3.2.16c)
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Similarly, the global problem can be written in terms of the global unknowns û and ρ

nel∑
e=1

ß
|Γe,i|NT

e,iD
1/2Le+|Γe,i|ETNe,i pe+|Γe,i|τi ue−|Γe,i|τiXIe(i) ûi − (τi − ai · ni)XN e(i)ûi

™
= −

nel∑
e=1

|Γe,i|tiXN e(i) for i ∈ Be,

(3.2.17a)

∑
j∈Be
|Γe,j|ETNe,jû = −

∑
j∈De

|Γe,j|ETNe,juD,j for e = 1, . . . , nel , (3.2.17b)

By plugging Equation (3.2.15) into Equation (3.2.17), the global problem can be written
in terms of the global unknowns û and ρ. The following linear system is obtained:[

K̂ûû + Ĉûû K̂ûρ

K̂T
ûρ 0nel

]®
û
ρ

´
=

{
f̂û
f̂ρ

}
(3.2.18)

where

(K̂ûû)
e
i,j := |Γe,i|(|Γe,j|α−1

e τiτjInsd−|Γe,j||Ωe|−1NT
e,iD

1/2D1/2Ne,j−τiδijInsd)
(Ĉûû)

e
i,j := |Γe,i|(−|Γe,j|α−1

e τiaj · nj + ai · niXN e(i)δij)Insd
(K̂ûρ)

e
i := |Γe,i|ETNe,i

(f̂û)
e
i := −|Γe,i|tXN e(i) + |Ωe|−1|Γe,i|NT

e,iD
1/2ze − |Γe,i|τi α−1

e βe

(f̂ρ)
e := −

∑
i∈De

|Γe,j|ETNe,juD,j

(3.2.19)

for i, j ∈ Be. Compared with the matrix form we obtained for the Stokes problem, one can
observe that the only difference is the introduction of the convection matrix Ĉ and the
modification of the vector βe on the right-hand side.
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3.3 Numerical studies

In this section, a rotating flow example is utilized to validate the FCFV method for the
Oseen problem. Simulations are done on meshes of different sizes and the accuracy of the
results are analysed. The convergence rate of L2 norm of the error are checked on both
primal and mixed variables. At last, a detailed analysis is done about the influence of
different choices of the stabilisation parameter on the accuracy of the results.

3.3.1 Optimal convergence rate of the primal and mixed vari-
ables

The analytical solution of the rotating flow example is


u1(x) = (1− cos(2πx)) sin(2πy)

u2(x) = − sin(2πx)(1− cos(2πy))

p(x) = cos(πx) + cos(πy)

(3.3.1)

in the square domain Ω = [0, 1]2. The source term and boundary conditions are chosen
to reproduce the above analytical solution and the convective field a is defined using the
expression of u in (3.3.1). In this case, all Dirichlet boundary conditions are set. The plots
of the analytical velocity and pressure fields are demonstrated in Figure 3.1.

28



(a) u1 (b) u2

(c) ‖u‖2 (d) p

Figure 3.1: Analytical solution of rotating flow

Figure 3.2 and 3.3 show the velocity and pressure fields from the numerical solution. The
plots of eighth order meshes are in good agreement with the analytical ones. For the lower
level mesh, it can be seen that the discrepancy of the numerical pressure fields from the
analytical one is more obvious than that of the velocity fields. Similar phenomenon has also
been observed in the Stokes problem. If we refine the mesh to the eighth level, the method
can reproduce accurate pressure fields for both triangular and quadrilateral meshes.
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(a) QUA H4 (b) QUA H8 (c) TRI H4 (d) TRI H8

Figure 3.2: Numerical approximation of the module of velocity(QUA: quadrilateral mesh,
TRI: triangular mesh; H4: fourth level refinement, H8: eighth level refinement)

(a) QUA H4 (b) QUA H8 (c) TRI H4 (d) TRI H8

Figure 3.3: Numerical approximation of the pressure field (QUA: quadrilateral mesh, TRI:
triangular mesh; H4: fourth level refinement, H8: eighth level refinement)

Figure 3.4 shows the convergence rate of the rotating flow example with τ d = 10ν
`
, τa =

‖a‖L2(Ω). Optimal first-order convergence rates of all the variables are achieved with both
triangular and quadrilateral meshes.

(a) u (b) L (c) p

Figure 3.4: Convergence rate of the rotating flow problem
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3.3.2 Influence of the convection stabilisation parameter

The diffusive part of the numerical fluxes has already been studied in the Stokes problem.
In this section, we consider only the influence of the convection stabilisation parameter by
choosing κ = 10 for τ d, and analyse the influence of β on the accuracy of the results, which
is represented with the L2 norm of the error. Figure 3.5,3.6,3.7 illustrate the sensitivity
studies on the above examples using different definition of τa. It can be observed that
the method is robust with respect to the choice of stabilisation parameters. In the range
0.1-1, relatively accurate velocity, pressure and strain tensor can be obtained for all type
of definitions of τa.

(a) Quadrilateral mesh (b) Ex1 Triangular mesh

Figure 3.5: Error evolution of u, p and L as a function of τa = β‖a‖L2(Ω)

(a) Ex1 Quadrilateral mesh (b) Ex1 Triangular mesh

Figure 3.6: Error evolution of u, p and L as a function with τa = βmax{a · n, 0}
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(a) Ex1 Quadrilateral mesh (b) Ex1 Triangular mesh

Figure 3.7: Error evolution of u, p and L as a function of τa = ‖a‖2
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Chapter 4

FCFV method for the steady
incompressible Navier-Stokes
equations

In this chapter, the steady-state incompressible Navier-Stokes equations are studied. The
work done for Oseen problems is used as the stepping stone to the implementation of FCFV
for Navier-Stokes problems. The derivation of integral and matrix form is similar, thus
only attention is focused on the nonlinear convective term. The Newton-Raphson method
is used to solve the nonlinear global system. Two examples are analysed to validate the
method – one is a 2D example with analytical solution and the other one is the well-known
benchmark test of the lid-driven cavity flow.

4.1 Governing equations of the Navier-Stokes flow

Consider a Navier-Stokes problem with Dirichlet and Neumann boundary conditions. The
strong form of the boundary value problem can be written as



−∇ · (2ν∇su− pInsd) + ∇·(u⊗ u) = s in Ω,

∇ · u = 0 in Ω,

u = uD on ΓD,

n·
Ä
2ν∇su− pInsd

ä
− (u⊗ u)n = t on ΓN ,

(4.1.1)

Compared with the strong form of the Oseen problem, the only difference is that a is
changed to u, which gives a nonlinear convection term.
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4.2 The FCFV framework

The derivation of the FCFV formulations of the Navier-Stokes equations is similar to what
we have done in the Oseen problems. The only difference is the advection term, which is
nonlinear in the Navier-Stokes problems. This will generate a nonlinear global system to
be solved using the Newton-Raphson algorithm.

4.2.1 FCFV strong forms

We can rewrite Equation (4.1.1) into the Voigt form

−∇T
s (D∇su− Ep) + ∇ · (u⊗ u) = s in Ω,

ET∇su = 0 in Ω,

u = uD on ΓD,

NT (D∇su− Ep)− (u⊗ u)n = t on ΓN ,

(4.2.1)

The local and global problems of the Navier-Stokes equations can be easily obtained by
replacing the linear convection term in the Oseen problem with the nonlinear one.

The local problem of the Navier-Stokes equations becomes

Le + D1/2∇sue = 0 in Ωe

∇T
s D1/2Le + ∇T

s E pe + ∇·(ue ⊗ ue) = s in Ωe

ET∇sue = 0 in Ωe

ue = uD on ∂Ωe ∩ ΓD,

ue = û on ∂Ωe \ ΓD,

(4.2.2)

As explained in Oseen problems, an additional constraint has be added to remove the
indeterminacy of the pressure in the local problem, namely

1

|∂Ωe|

∫
∂Ωe

pedΓ = ρe

The global problem reads asJNT (D1/2L+ E p) + (u⊗ u)nK = 0 on Γ,

NT (D1/2L+ E p) + (u⊗ u)n = −t on ΓN ,
(4.2.3)

The same compatibility condition is included here to close the global problem.∫
∂Ωe\ΓD

ETNeûdΓ +
∫
∂Ωe∩ΓD

ETNeuDdΓ = 0
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4.2.2 FCFV integral forms

For each cell e = 1, . . . , nel, we calculate the integral form of the problem by applying the
divergence theorem. The local problems read as∫

∂Ωe

LhedΓ +
∫
∂Ωe

NT
e D1/2uhedΓ = 0

∫
Ωe

NT
e (D1/2Lhe + Ephe

∧

)dΩ +
∫
∂Ωe

(uhe ⊗ uhe
∧

)nedΓ =
∫

Ωe

sdΩ

1

|∂Ωe|

∫
∂Ωe

phedΓ = ρhe

(4.2.4)

For convection, several alternatives are possible, and they can be written in general form
as

(Ÿ�ue ⊗ ue)ne :=

(uD ⊗ uD)ne + τa(ue − uD) on ∂Ωe ∩ ΓD,

(û⊗ û)ne + τa(ue − û) elsewhere,
(4.2.5)

where τa = β‖u‖L2(Ω). Other definitions of τa is also applicable such as τa = β‖û‖2 or the
upwind type τa = βmax{0, û · n}. The stabilization utilized in the integral form of the
local and global problems, is τ = τ d + τa.

The local problem of the Navier-Stokes equations differs from the Oseen equations only in
the momentum equation, where a is substituted with uD on the Dirichlet boundary and
û on the internal skeleton and non-Dirichlet boundary.∫

Ωe

LhedΩ +
∫
∂Ωe∩ΓD

NT
e D1/2uDdΓ +

∫
∂Ωe\ΓD

NT
e D1/2ûhdΓ = 0

∫
∂Ωe

NT
e (D1/2Lhe + Ephe )dΓ +

∫
∂Ωe∩ΓD

(uD · ne)uDdΓ +
∫
∂Ωe\ΓD

(ûh · ne)ûhdΓ +
∫
∂Ωe

τuhedΓ

=
∫

Ωe

sdΩ +
∫
∂Ωe∩ΓD

τuDdΓ +
∫
∂Ωe\ΓD

τ ûhdΓ

1

|∂Ωe|

∫
∂Ωe

phedΓ = ρhe

(4.2.6)
Analogously, the global problem reads as

nel∑
e=1

ß∫
∂Ωe\ΓD

(NT
e D1/2Lhe + NT

e Ephe )dΓ +
∫
∂Ωe\ΓD

τuhedΓ−
∫
∂Ωe\∂Ω

τ ûhdΓ

−
∫
∂Ωe∩ΓN

(τ − ûh · ne)ûhdΓ
™

= −
nel∑
e=1

∫
∂Ωe∩ΓN

tΓ

(4.2.7)

4.2.3 FCFV linear system

The closed form expression for Le and ue as a function of û is obtained by substituting
a with uD on the Dirichlet boundary and û on the internal skeleton and non-Dirichlet
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boundary

Le = −|Ωe|−1ze − |Ωe|−1
∑
j∈Be
|Γe,j|D1/2Ne,jûj (4.2.8a)

ue = α−1
e βe + α−1

e

∑
j∈Be
|Γe,j|(τj − ûj · nj)ûj (4.2.8b)

pe = ρe (4.2.8c)

where

αe :=
∑
j∈Ae

|Γe,j|τj (4.2.9a)

βe := |Ωe|se +
∑
j∈De

|Γe,j|(τj − uD,j · nj)uD,j (4.2.9b)

ze :=
∑
j∈De

|Γe,j|D1/2Ne,juD,j (4.2.9c)

Similarly, the global system reads as

nel∑
e=1

ß
|Γe,i|NT

e,iD
1/2Le+|Γe,i|ETNe,i pe+|Γe,i|τi ue

−|Γe,i|τiXIe(i)ûi−|Γe,i|(τi − ûi · n)XN e(i)ûi
™

= −
nel∑
e=1

|Γe,i|tXN e(i) for i ∈ Be,

(4.2.10a)

∑
j∈Be
|Γe,j|ETNe,jûj = −

∑
j∈De

|Γe,j|ETNe,juD,j for e = 1, . . . , nel , (4.2.10b)

By plugging Equation (4.2.8) into (4.2.10), the global problem will be a nonlinear linear
system of equations of the unknowns û and ρ.[

K̂ûû + Ĉûû(û) K̂ûρ

K̂T
ûρ 0nel

]®
û
ρ

´
=

{
f̂û
f̂ρ

}
(4.2.11)

where

(K̂ûû)
e
i,j := |Γe,i|(|Γe,j|α−1

e τiτjInsd−|Γe,j||Ωe|−1NT
e,iD

1/2D1/2Ne,j−τiδijInsd) (4.2.12a)

(Ĉûû)
e
i,j := |Γe,i|(−|Γe,j|α−1

e τiûj · nj + ûi · niXN e(i)δij)Insd (4.2.12b)

(K̂ûρ)
e
i := |Γe,i|ETNe,i (4.2.12c)

(f̂û)
e
i := −|Γe,i|tXN e(i) + |Ωe|−1|Γe,i|NT

e,iD
1/2ze − |Γe,i|τi α−1

e βe (4.2.12d)

(f̂ρ)
e := −

∑
j∈De

|Γe,j|ETNe,juD,j (4.2.12e)

for i, j ∈ Be.
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4.3 Newton-Raphson procedure

The only non-linear part is the global matrix form. In the following section, we apply
Newton-Raphson method to solve the global problem.
The residuals are defined as

rû := K̂ûûû+ Ĉûû(û)û+ K̂ûρρ− f̂û

rρ := K̂T
ûρû− f̂ρ

(4.3.1)

The linearized problem obtained from the FCFV discretisation of Navier-Stokes equations
is [

K̂ûû + Âr
ûû K̂ûρ

K̂T
ûρ 0nel

]®
4ûr

4ρr
´

= −
®
rrû
rρ

´
(4.3.2)

where

Âr
ûû =

d

dû
[Ĉûû(û)û]|û=ûr (4.3.3)

The previous equations may be rewritten as follows

K̂ûû(û
r+1

�
��−ûr) + Âr

ûû(û
r+1 − ûr) + K̂ûρ(ρ

r+1
�

��−ρr) =

− (����K̂ûûû
r + Ĉûû(û

r)ûr +��
��K̂ûρρ
r − f̂û)

K̂r
ûρ(û

r+1
���−ûr) = −(

��
��K̂T

ûρû
r − f̂ρ)

(4.3.4)

Consequently, this simplified system is obtained[
K̂ûû + Âr

ûû K̂ûρ

K̂T
ûρ 0nel

]®
ûr+1

ρr+1

´
= −

{
r̂rû
f̂ρ

}
(4.3.5)

where r̂rû := f̂û − Ĉûû(û
r)ûr + Âr

ûûû
r.

Recall that (Ĉûû)
e
i,j := |Γe,i|(−|Γe,j|α−1

e τiûj · nj + ûi · niXN e(i)δij)Insd.
Thus, we have

(Ĉûû)
e
i,jûj = −|Γe,i||Γe,j|α−1

e τi (ûj · nj)ûj︸ ︷︷ ︸
(ûj⊗ûj)nj

+|Γe,i|XN e(i) (ûi · ni)ûi︸ ︷︷ ︸
(ûi⊗ûi)ni

(4.3.6)

Therefore, (Âûû)
e
ij reads as

(Âûû)
e
ij =− |Γe,i||Γe,j|α−1

e τi(ûj · nj)ûj + |Γe,i|XN e(i)(ûi · ni)ûi
− |Γe,i||Γe,j|α−1

e τi(ûj ⊗ ûj)nj + |Γe,i|XN e(i)(ûi ⊗ ûi)ni
(4.3.7)

The diagram in Figure (4.3) illustrates the procedure of solving the nonlinear system with
Newton-Raphson method.
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Start

Initial guess for (û0,ρ0)

Preprocess: compute
matrices for the local

and global system

Assemble matrices
of the global system

Compute residuals

Update non-
constant matrices

Compute solution at the
next step: (ûr+1,ρr+1)

Norm of residual
and increment in
û and ρ below a

certain tolerance?

Compute local system
and obtain ur+1 and pr+1

Visulization

no

yes
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4.4 Numerical studies

4.4.1 Rotating flow

In order to verify the convergence properties of the FCFV method for the Navier-Stokes
equations, the same benchmark example of the rotating flow as in the section of the Oseen
problem is simulated with all Dirichlet boundary conditions. The analytical expression of
the velocity and pressure is:


u1(x) = (1− cos(2πx)) sin(2πy)

u2(x) = − sin(2πx)(1− cos(2πy))

p(x) = cos(πx) + cos(πy)

(4.4.1)

in the square domain Ω = [0, 1]2, where the source term and boundary conditions are
chosen to reproduce the above analytical solution.

Figure 4.1 and 4.2 demonstrate the velocity and pressure fields from the numerical solution.
Compared with the analytical plots Figure 3.1, it can be observed that there exists great
discrepancy in the pressure field when the mesh is coarse. Even though inaccurate pressure
fields are obtained with fourth level meshes, if we refine the mesh to the eighth level the
results are in good agreement with the analytical solutions.

(a) QUA H4 (b) QUA H8 (c) TRI H4 (d) TRI H8

Figure 4.1: Numerical approximation of the module of velocity(QUA: quadrilateral mesh,
TRI: triangular mesh; H4: fourth level refinement, H8: eighth level refinement)

39



(a) QUA H4 (b) QUA H8 (c) TRI H4 (d) TRI H8

Figure 4.2: Numerical approximation of the pressure field (QUA: quadrilateral mesh, TRI:
triangular mesh; H4: fourth level refinement, H8: eighth level refinement)

In this example, a constant convection stabilisation parameter is implemented over the
domain. It is calculated from the L2 norm of the velocity field. Figure 4.3 shows the
convergence rate of the rotating flow example with τ d = 10ν

`
, τa = ‖u‖L2(Ω). The error in

the velocity field is lower than the error in the pressure field. For the finest refinement mesh,
the error of the velocity is less than 1% while that of the pressure is around 5%. Optimal
convergence rates of all the variables are achieved for both triangular and quadrilateral
meshes.

(a) u (b) L (c) p

Figure 4.3: Convergence rate of the rotating flow

4.4.2 2D lid-driven cavity flow

Another example considered is the lid-driven cavity flow, which is one of the standard
benchmark test for incompressible flows [1,41–43]. It models a plane flow of an isothermal
fluid in a square lid-driven cavity. The upper side of the cavity moves along the boundary
at unitary speed, whereas the other sides are fixed. In this section, we will apply the cavity
flow example to check the applicability of the FCFV method to laminar incompressible
Navier-Stokes flows. Since there is no analytical solution of this example, the results are
compared with the reference data for validation.
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The boundary conditions of the lid-driven cavity flow is shown in Figure 4.4. There are
many possibilities to prescribe the boundary conditions. We can consider the corners
belong to the upper side which leads to the leaky cavity problem. By doing this, there will
be discontinuity in the velocity field at the two corners and it will cause the singularity in
the pressure field [10].

Figure 4.4: Boundary conditions of the lid-driven cavity flow

In order to avoid the singularity in the pressure field at the top corners, a non-leaky cavity
problem with with a lumped velocity profile on the upper side is implemented, which
dipicts a smooth transition of the velocity at the top corners . The transition function at
the left corner is defined as u = sin(π

d
(x− d

2
)) when 0 6 x 6 d and that at the right corner

u = − sin(π
d
(x− 1 + d

2
)) when 1− d 6 x 6 1, where d is the length of the transition region.

In this case, we choose d = 0.06. Figure 4.5 illustrates the lumped velocity profiles defined
for the non-leaky boundary conditions at the top of the cavity.

Figure 4.5: Velocity profiles at the top of the cavity

The cavity flow with different values of Reynolds number is analysed in this study for the
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Re hc
100 0.0316
400 0.0112
1000 0.0056

Table 4.1: Characteristic size under different Reynold’s number

verification of the FCFV method . The characteristic mesh size is chosen according to the
Kolmogorov scale. The estimation for the ratio of the largest to smallest length scales in
the flow is

l

η
= Re

3
4 (4.4.2)

where η is the size of the smallest eddies and l is the size of the largest eddies.

Therefore, the characteristic mesh size hc should be smaller than Re
− 3

4 l, where l is the
characteristic length of the domain. Due to the low order approximation of the finite
volume method, we need a fine enough mesh to capture the characteristics of the flow. Here
we use sixth and eighth order structured triangular meshes to simulate the problem, whose
largest sizes of the element are respectively 0.0156 and 0.0039. In this project, problems
with Re = 1-1000 are simulated. Three simulations are done with Re = 100, Re = 400 and
Re = 1000. The initial velocity field for the Newton-Raphson scheme is chosen to be all
zeros for Re = 100 and the results are reused as the initial condition of higher Reynolds
number problems in order to accelerate the convergence of the Newton-Raphson method.
In this case, we apply pointwise convection stabilisation parameter τa = 3‖û‖2, where û
is from the previous one in the Newton-Raphson iteration. The solution is compared with
a reference solution from [1]. For higher Reynolds number such as Re = 10000, a very fine
mesh and a more advance linear solver is needed.

Figures 4.6-4.8 depict the velocity and pressure fields of the lid-driven cavity flow under
different Reynolds numbers. As expected, the pressure rapidly increased from 0 to very
high values because sudden change of velocity happens in this region. The figures of
velocity fields shows that when the Reynolds number increases, the flow in the center of
the domain is more stimulated and rotates faster. Two smaller vortexes are generated at
the lower corners, where the module of velocity is close to 0. Moreover, the figure of the
module of velocity at Re = 1000 also shows that finer meshes captures the rotation in the
domain better than the coarser ones – the evolution of velocity in the finer mesh is more
obvious. This implies that apart from a relatively fine mesh at the boundary, the size of
mesh close to the center of the domain should also be chosen carefully in order to capture
the primal vortex very well.

Another interesting flow characteristic is the position of the primary vortex. The dis-
crepancy of the coarser mesh from the reference ones when dealing with higher Reynolds
number is also shown in Table 4.4.2 and the plots of the velocity at the horizontal and
vertical central lines. Table 4.4.2 compare the results from the present study with those
in the existing literature. As the Reynolds number increases, the position of the primary
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(a) H6 Re = 100 (b) H6 Re = 400 (c) H6 Re = 1000

(d) H8 Re = 100 (e) H8 Re = 400 (f) H8 Re = 1000

Figure 4.6: Comparison of u1 fields of different Reynolds numbers

(a) H6 Re = 100 (b) H6 Re = 400 (c) H6 Re = 1000

(d) H8 Re = 100 (e) H8 Re = 400 (f) H8 Re = 1000

Figure 4.7: Comparison of u2 fields of different Reynolds numbers
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(a) H6 Re = 100 (b) H6 Re = 400 (c) H6 Re = 1000

(d) H8 Re = 100 (e) H8 Re = 400 (f) H8 Re = 1000

Figure 4.8: Comparison of pressure fields of different Reynolds numbers

(a) H6 Re = 100 (b) H6 Re = 400 (c) H6 Re = 1000

(d) H8 Re = 100 (e) H8 Re = 400 (f) H8 Re = 1000

Figure 4.9: Comparison of ‖u‖2 fields of different Reynolds numbers
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vortex moves closer to the center of the domain. The relative deviation of the results
calculated with the eighth order triangular mesh of current study from the reference ones
(Ghia et al. [1]) is lower than 2% with the given different Reynolds numbers, which shows
good agreement with the literature.

Reference Re = 100 Re = 400 Re = 1000

Present study (TRIH6) (0.60738,0.73492) (0.58611,0.64208) (0.56511,0.60673)
Present study (TRIH8) (0.61074,0.73489) (0.56151,0.61294) (0.54023,0.57386)
Donea and Huerta [10] (0.62,0.74) (0.568,0.606) (0.540,0.573)
Ghia et al. [1] (0.6172,0.7344) (0.5547,0.6055) (0.5313,0.5625)
Khorasanizade et al. [41] (0.6178, 0.7401) (0.5568,0.6066) (0.5396, 0.5742)
Karakashian et al. [44] (0.6178, 0.7502) (0.5589,0.6025) (0.5336, 0.5666)

Table 4.2: Position of the primary vortex at different Reynolds numbers compared with
values from the references

The evolution of vortexes can be visualized in Figure 4.10. As we can see in the figure,
the main vortex appears on the upper right part of the domain. As the Reynolds number
increases, it moves towards the center, which is correspondent to what we have observed
from Table 4.4.2. Moreover, the revolution of the flow becomes more severe and the size
of the smaller vortexes at the lower corners gets larger.

(a) H6 Re = 100 (b) H6 Re = 400 (c) H6 Re = 1000

(d) H8 Re = 100 (e) H8 Re = 400 (f) H8 Re = 1000

Figure 4.10: Comparison of streamlines of the cavity flow under different values of Reynolds
number
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Figure 4.11 and 4.12 show the comparison of central line velocities with the reference data.
Overall, the results from the current study are in good agreement with the reference data,
but noticeable discrepancies can still be observed near the four cavity walls, especially for
higher Reynolds numbers. This is due to the fact that the viscous effect near the boundary
are more influential when Reynolds number increases. It can be seen that, the thickness
of boundary layer of Re = 1000 is smaller than 0.05. Therefore it requires a finer mesh at
the boundaries in order to capture the sharp change of velocity there.

(a) H6 Re = 100 (b) H6 Re = 400 (c) H6 Re = 1000

(d) H8 Re = 100 (e) H8 Re = 400 (f) H8 Re = 1000

Figure 4.11: Velocity profiles along vertical central lines for Re = 100, 400, 1000 calculated
with sixth(top) and eighth(bottom) level meshes compared with the results of Ghia et
al. [1]
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(a) H6 Re = 100 (b) H6 Re = 400 (c) H6 Re = 1000

(d) H8 Re = 100 (e) H8 Re = 400 (f) H8 Re = 1000

Figure 4.12: Velocity profiles along horizontal central lines for Re = 100, 400, 1000 calcu-
lated with sixth(top) and eighth(bottom) level meshes compared with the results of Ghia
et al. [1]

All in all, the results of the uniform mesh are in good agreement with the reference data.
However, they are quite computationally expensive because all the elements need to be of
the size of the elements in the boundary layer. When the Reynolds number is very high,
the scale of the problem is difficult to deal with. This can be solved with the introduction
of boundary layer meshes. Far away from the boundaries, a relatively coarser mesh is used
in order to obtain accurate results under acceptable computational cost. Figure 4.13 shows
the mesh for the following simulation when Re = 1000. The thickness of the first boundary
layer of the mesh is 0.001 and the size of the element far way from the boundary is 0.005.
The scale of this problem is reduced to less than one fifth of that of the above one. The
number of elements in the mesh with boundary layers is 41,000 while that of the eighth
level structured triangular mesh is 262,000. Three vortexes can be seen in Figure 4.15. The
position of the main vortex calculated by this mesh is (0.547, 0.57385). Compared with the
results of Ghia et al [1], the relative discrepancy is only around 1%, which is acceptable
under engineering tolerance. Moreover, if we compare the velocities at the central lines,
the mesh with boundary layers can capture very well the sharp gradient of ux at vertical
central lines and uy at horizontal central lines. For ux it is even slightly better than the
results from the eighth level uniform mesh while the computational cost is much smaller.
It can be concluded that the boundary layer plays an important role in higher Reynolds
number problems. It is preferable to use meshes with boundary layers for simulation to
increase the accuracy under acceptable computational cost.
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Figure 4.13: Refined mesh at boundaries

Figure 4.14: Velocity profiles along vertical (left) and horizontal (right) central lines for Re
= 1000 calculated with the mesh with boundary layers compared with the results of Ghia
et al. [1]

Figure 4.15: Streamlines for Re = 1000 calculated with the mesh with boundary layers
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Chapter 5

Conclusion

This project presents a finite volume solver for steady incompressible Navier-Stokes equa-
tions – the face-centered finite volume method (FCFV). FCFV defines unknowns on the
faces of the mesh and may be interpreted as a lowest-order HDG discretization, from which
it inherits optimal convergence properties for all the variables under analysis. Detailed de-
scription of the method is demonstrated with three types of equations – the Stokes, Oseen
and incompressible Navier-Stokes equations. Voigt notation is utilized in order to enforce
the symmetry of the stress tensor.

The FCFV method for the Stokes equations gives accurate results and optimal first-order
convergence rate is obtained for velocity, pressure and strain tensor. These results are
confirmed in presence of convection, both linear (Oseen equations) and nonlinear (Navier-
Stokes equations). Moreover, a sensitivity study showing the robustness of the method to
the choice of the stabilization parameters is performed.

The lid-driven cavity flow example is tested for the analysis of the efficiency of the method.
The simulations at different low Reynolds number are in good agreement with the results
from the literature. For higher Reynolds numbers, fine meshes are needed to achieve ac-
ceptable accuracy and the scale of the problem gets quite larger, especially in 3D. In this
case, the direct solver will go beyond memory limitation. A remedy for it is the appli-
cation of iterative solvers. However, the iterative solvers available in MATLAB R©, such
as GMRES, MINRES and BICG, are not very well suited to solve saddle-point problems.
For an incompressible Navier-Stokes problem, the saddle point problem need to be solved
and the matrix is neither symmetric or positive definite. These solvers will struggle a lot
to solve the final system of equations. Special solvers developed for saddle point problems
should be exploited such as Uzawa iterative method [45]. Moreover, using a parallel iter-
ative solver will also improve the efficiency of solving a large-scale problem. The current
FCFV framework can also be extended to the time-dependent problem. Many strategies for
time discretization are available such as backward differentiation formulas, Runge-Kutta
methods and DIRK methods [46].
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